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ABSTRACT

This paper discusses the problem of fitting a parametric model to the conditional variance function in a class of heteroscedastic regression models. The proposed test is based on the supremum of the Khmaladze type martingale transformation of a certain partial sum process of calibrated squared residuals. Asymptotic null distribution of this transformed process is shown to be the same as that of a time transformed standard Brownian motion. Test is shown to be consistent against a large class of fixed alternatives and to have nontrivial asymptotic power against a class of nonparametric local alternatives, where \( n \) is the sample size. Simulation studies are conducted to assess the finite sample performance of the proposed test and to make a finite sample comparison with an existing test.
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1. Introduction

Regression analysis frequently assumes errors to be homoscedastic, while real data generated from applications often exhibit certain heteroscedastic structures in the sense that the conditional variance of the error, given the design variable, is not a constant. Inference procedures that are optimal under homoscedastic error structure often fail to be so in the presence of heteroscedasticity. Assuming errors are heteroscedastic, the focus of this paper is to fit a family of parametric models to the conditional error variance.

Early work in this area includes some graphical procedures and some formal tests. Most of them are based on the residuals obtained by fitting a model with a completely specified parametric regression and variance functions, see Harrison and McCabe (1979), Breusch and Pagan (1979), White (1980), Koenker and Bassett (1981), Cook and Weisberg (1983), Carroll and Ruppert (1988), and Dibiasi and Bowman (1997) and the references therein. Most of these works focus on checking whether heteroscedasticity is present in the regression model or not, i.e., to check whether the variance function is constant or not. When covariate is one dimensional, Dette and Munk (1998) propose a consistent test based on the best \( L^2 \) approximation of the variance function by a constant. Inspired by the idea that the problem of testing for heteroscedasticity is equivalent to the problem of testing for pseudo-residuals having a constant mean, Dette (2002) constructs a testing procedure which can detect \( 1/\sqrt{nh^{1/2}} \) local alternative, where \( n \) is the sample size and \( h \) is the...
bandwidth in the kernel smoothing. Liero (2003) suggests a test statistic using an $L_2$ distance between the two nonparametric variance estimators constructed under null and alternative models. In the case of multi-dimensional covariates, a Cramér–von Mises type test based on estimated residual empirical process is proposed by Zhu et al. (2001). Asymptotic null distributions of the aforementioned test statistics often depend on the null model being fitted and error and covariate distributions in a complicated fashion. Some re-sampling techniques are then employed to implement these tests, even for the large samples.

Relatively, few procedures for testing the adequacy of a given nonconstant variance function are available in the literature. In the case of one dimensional covariate, Dette et al. (2007) propose a Kolmogorov–Smirnov and a Cramér–von Mises type tests constructed from a stochastic process based on the difference between the empirical processes that are obtained from the standardized nonparametric residuals under the null and the alternative hypothesis. Bootstrap distribution is used to implement the test because of the intractability of its asymptotic null distribution. In some one dimensional nonrandom design cases, Dette and Hetzler (2009) propose a test based on a partial sum process of squares of pseudo-residuals whose null limiting distribution is complicated except when testing for homoscedasticity. Their test has nontrivial asymptotic power against some $n^{-1/2}$–local alternatives. In the case of $d$-dimensional covariate, $d \geq 1$, Wang and Zhou (2007) propose a kernel type nonparametric test based on the framework of Zheng (1996). They discuss consistency and asymptotic power of their test which can only detect $(nh^{d/2})^{-1/2}$ local alternatives.

In this paper, we propose a new testing procedure to assess the adequacy of fitting the conditional variance function with a possibly nonconstant parametric function in heteroscedastic regression models with one dimensional random design variable. The proposed test is based on Khmaladze type martingale transformation of a marked empirical process of suitably standardized squared residuals. Under the null hypothesis, this process converges weakly to a time transformed Brownian motion in uniform metric. Consequently, any test based on a continuous functional of this process will be asymptotically distribution free. We investigate in some detail the test based on the supremum of this process. This test is shown to be consistent against a large class of fixed nonparametric alternatives, and to have nontrivial asymptotic power against $n^{-1/2}$–local nonparametric alternatives. Finally, the test procedure is easy to program and the computation of the test statistic is very fast.

The paper is organized as follows. Various model assumptions, the testing procedure and the main results appear in Section 2. Section 3 discusses consistency and asymptotic power properties of the proposed test. In these sections we assume that regression function is of a known parametric form. A modification of the proposed test in the case of nonparametric variance estimators constructed under null and alternative models. In the case of multi-dimensional nonrandom design cases, Dette and Hetzler (2009) propose a test based on a partial sum process of squares of pseudo-residuals whose null limiting distribution is complicated except when testing for homoscedasticity. Their test has nontrivial asymptotic power against some $n^{-1/2}$–local alternatives. In the case of $d$-dimensional covariate, $d \geq 1$, Wang and Zhou (2007) propose a kernel type nonparametric test based on the framework of Zheng (1996). They discuss consistency and asymptotic power of their test which can only detect $(nh^{d/2})^{-1/2}$ local alternatives.

2. Main results

Consider the heteroscedastic regression model

$$Y = \mu(X) + \tau(X) \varepsilon,$$  

(2.1)

where $X, Y$ are one-dimensional explanatory and response variables, respectively, with $X$ taking values in a compact interval of $\mathbb{R}$, which we take to be $I := [0, 1]$, without loss of generality. The function $\mu(\cdot)$ is a real valued function and $\tau(\cdot)$ is a positive function. The random error $\varepsilon$ is assumed to satisfy

(e) $E(\varepsilon|X) = 0$, $E(\varepsilon^2|X) = 1$, $E(\varepsilon^3) < \infty$ and $\mu(\varepsilon) := E((\varepsilon^2 - 1)^2|X = x) > d$ for all $x \in I$ and some positive constant $d$.

If $\mu(\varepsilon)$ does not depend on the design variable $x$, then $E\varepsilon^4 < \infty$ will suffice for the results of this paper to hold.

Under (e), $\mu(x) \equiv E(Y|X = x)$, $\tau^2(x) \equiv \text{Var}(Y|X = x)$. Many existing efficient statistical inference procedures are particularly developed for homoscedastic models where $\tau(x) \equiv c$, a constant. But real data sets often show some heteroscedasticity. In this case, by experience, or by exploring the data set, one can try to fit the variance function with a parametric function. This reasoning is very attractive in practice, since there are many ways to incorporate a specified variance function into inference procedures without loss of much efficiency. Accordingly, $\Gamma$ be a relatively compact subset of $\mathbb{R}^p$ and $\mathcal{Y} := \{\nu(x; \beta), x \in I, \beta \in \Gamma\}$ be a parametric family of positive functions, where $p$ is a known positive integer. The problem of interest is to test the hypothesis that $\tau \in \mathcal{Y}$, i.e., to test for

$$H_0 : \tau(x) = \nu(x; \beta_0) \quad \text{for all } x \in I, \text{ some } \beta_0 \in \Gamma,$$  

(2.2)

versus the alternative $H_1 : H_0$ is not true. Any test for fitting a parametric model to $\tau(x)$ is likely to be affected, to some extent, by the knowledge about the regression function $\mu(x)$. For the time being we shall assume $\mu$ to be parametric. Accordingly, let $(m(x; \beta), x \in I, \beta \in \Gamma)$ be a parametric family of real valued functions, and assume additionally that in (2.1), $\mu(x) = m(x; \beta_0)$, for all $x$. The case of nonparametric $\mu$ is discussed later.

To describe the test statistic, let $\tilde{Y} := (Y - m(X; \beta_0))^2$. Under (2.1) and (e), $E(\tilde{Y}|X) = E(\tau^2(X)\mu^2|X) = \tau^2(X)$. If $\beta_0$ is known, we may consider the new regression model

$$\tilde{Y} = \tau^2(X) + \xi,$$  

(2.3)
where $\xi$ satisfies $E(\xi|X) = 0$, so that $\xi$ and $X$ are uncorrelated, and
\[
\sigma^2(x) := \text{Var}(\xi|X = x) = t^4(x)\mu_4(x).
\]
(2.4)

Moreover, now testing for $H_0$ is equivalent to fitting the parametric regression model $v^2(x; \beta)$ to the regression function $\tau^2(x)$ in the model (2.3) based on i.i.d. observations $(X_i, Y_i), 1 \leq i \leq n$, on $(X, Y)$. Further, if $\mu_4(x)$ is also known, then tests for $H_0$ can be based on the partial sum residual process
\[
V_n(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( Y_i - v^2(X_i; \beta_0) \right) I[X_i \leq x], \quad x \in \mathcal{I},
\]
where $\sigma(X_i; \beta_0) = v^2(X_i; \beta_0)\sqrt{\mu_4(X_i)}$. If $\beta_0$ and $\mu_4(x)$ are unknown, one uses $\tilde{V}_n$, the modified $V_n$ where $\beta_0$ is replaced by an $n^{1/2}$-consistent estimator, and $\mu_4(x)$ is replaced by a consistent nonparametric estimator, such as a Nadaraya–Watson estimator or a local linear estimator. The modified process $\tilde{V}_n$ is an analog of the partial sum residual empirical process used by von Neumann (1941) to test for the constancy of the regression function, and later by Stute et al. (1998) to construct asymptotically distribution free tests of lack-of-fit of a parametric regression function.

Let $F$ denote the distribution function (d.f.) of $X$ having density $f$. Under some regularity conditions on the null model, we can show that under $H_0$, $\tilde{V}_n$ converges weakly, in $D(\mathcal{I})$ and uniform metric, to a continuous centered Gaussian process with a covariance function depending on the null model and $F$ in a complicated way. Hence any test based on this process is practically not easy to implement even asymptotically. It is well known that similar phenomena occur in many other model checking problems. To overcome this difficulty when fitting a regression function, some authors resort to the bootstrap methodology, e.g., Stute and Zhu (2002), Zhu and Ng (2003), Liang (2006), among others, while some authors construct asymptotically distribution free tests through the Khmaladze type transform, cf., Khmaladze (1981, 1988, 1993), of the process $V_n$ as done in Stute et al. (1998), Khmaladze and Koul (2004), Koul (2006), Koul and Song (2008) and the references therein. The transformed test statistic not only possesses a completely known asymptotic null distribution, but is also easy to implement.

A referee pointed out to us the paper by Dette and Hetzler (2008) which also uses analogous transformation of a partial sum process of squares of certain pseudo-residuals to obtain asymptotically distribution free tests for fitting a parametric function to the $\sigma(t)$ in the model $Y_n = \mu(t_m) + \sigma(t_m)\varepsilon_n$, where $t_m$ is the $i/(n + 1)$th quantile of a distribution on $[0, 1]$. They also assume finite 8th error moment.

To proceed further, we shall assume the functions $m$ and $v$ are differentiable with respect to $\beta$. Let $v_0(x) := v(x; \beta_0)$, $v_0(x) := v(x; \beta); v_0(x) := v(x; \beta_0); \sigma_0(x) := \sigma(x; \beta_0); e := \xi/\sigma_0(X)$ and
\[
k(x) := \frac{2v_0(x)}{v_0(x)\sqrt{\mu_4(x)}}, \quad M_s = El(X)l(X)I[X \geq s].
\]
(2.5)

Note that $M_s$ is a $p \times p$ matrix depending on the unknown parameter $\beta_0$ and the design d.f. $F$. For some estimator $\hat{\beta}_n$ of $\beta_0$, a kernel function $K$ and a bandwidth $h$, let $m_n(x) := m(x, \hat{\beta}_n)$, $v_n(x) := v(x; \hat{\beta}_n)$,
\[
\tilde{V}_n = (Y_i - m_n(X_i))^2, \quad \tilde{v}_i = Y_i - m_n(X_i), \quad \tilde{\xi}_i = \tilde{V}_i - v^2_n(X_i),
\]
\[
\tilde{\mu}_4(x) = \frac{\sum_{i=1}^{n} K((x - X_i)/h)\tilde{\xi}_i^4 - 1}{\sum_{i=1}^{n} K((x - X_i)/h)}, \quad \tilde{\sigma}(x) = v^2_n(x)\sqrt{\tilde{\mu}_4(x)}, \quad \tilde{e}_i = \frac{\tilde{\xi}_i}{\tilde{\sigma}(X_i)};
\]
\[
\tilde{l}(x) = \frac{2v_n(X)}{v_n(x)\sqrt{\tilde{\mu}_4(x)}}, \quad \tilde{M}_s = n^{-1} \sum_{i=1}^{n} \tilde{l}(X_i)\tilde{v}(X_i)l(X \geq s).
\]
(2.6)

Assume $n \geq p$, and
(M) $M_s$ is positive definite matrix for all $s \in [0, 1]$.

Then, we can rewrite
\[
\tilde{V}_n(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \tilde{e}_i I[X_i \leq x], \quad x \in \mathcal{I}.
\]

Its Khmaladze type martingale transformation is given by
\[
\tilde{W}_n(x) = \tilde{V}_n(x) - \int_{s \leq x} \tilde{\hat{l}}(s)\tilde{M}_s^{-1} \int_{z \geq s} \tilde{\hat{l}}(z) d\tilde{V}_n(z) d\tilde{F}(s),
\]
(2.7)

where $\tilde{F}$ is the empirical d.f. of $X_i$‘s. The proposed tests of $H_0$ are to be based on $\tilde{W}_n$. We need the following additional assumptions to establish its null weak limit.

(k) The kernel function $K$ is supported on $[-1, 1]$, symmetric about 0, and bounded.
(h) The bandwidth $h \sim n^{-a}$ such that $\frac{1}{4} < a < \frac{1}{2}$.

(f) The density function $f$ is Lipschitz continuous on $I$ and $0 < c_1 \leq \inf_{x \in I} f(x) \leq \sup_{x \in I} f(x) \leq c_2 < \infty$ for some constants $c_1$ and $c_2$.

(m1) $\mu(x)$ is Lipschitz continuous on $I$.

(m2) For all $x \in I$, $m(x; \beta)$ is differentiable in $\beta$ in a neighborhood of $\beta_0$ with the derivative $\dot{m}(x; \beta_0)$ such that $E[|m(X; \beta_0)|^2, E[|\dot{m}(X; \beta_0)|^2]$ are finite and for every $k < \infty$, $\sup_{t \in R^k, x \in I} |\beta - \beta_0|^k < k \sqrt{\mu (X; \beta) - m(X; \beta_0)} - (\beta - \beta_0) \dot{m}(X; \beta_0) = O_p(1)$.

(m3) For every $x \in I$, there exist a $p \times p$ square matrix $\hat{m}(X; \beta_0)$, having finite expectation, and a nonnegative function $h(x; \beta_0)$ with $E(h(X; \beta_0), E[|\hat{m}(X; \beta_0)|^2]$ are finite and for every $k < \infty$, $\sup_{t \in R^k, x \in I} |\beta - \beta_0|^k < k \sqrt{\mu (X; \beta) - m(X; \beta_0)} - (\beta - \beta_0) \dot{m}(X; \beta_0) = O_p(1)$, where the sup is taken over $\{1 \leq i \leq n, \sqrt{n} |\beta - \beta_0||x| \leq k\}$.

(v1) For every $x \in I$, $v(x; \beta_0)$ is bounded below from $0$; $v(x; \beta)$ is differentiable in $\beta$ in a neighborhood of $\beta_0$ with the derivative $\dot{v}(x; \beta_0)$, such that $E[|v(X; \beta_0)|, E[|\dot{v}(X; \beta_0)|^2]$ are finite and for every $k < \infty$, $\sup_{t \in R^k, x \in I} |\beta - \beta_0|^k < k \sqrt{\mu (X; \beta) - m(X; \beta_0)} - (\beta - \beta_0) \dot{v}(X; \beta_0) = O_p(1)$, where the sup is taken over $\{1 \leq i \leq n, \sqrt{n} |\beta - \beta_0||x| \leq k\}$.

(v2) For each $x \in I$, $\pi(x; \beta_0)$, having finite expectation, and a nonnegative function $g(x; \beta_0)$, with $E(g(X; \beta_0), E[|g(X; \beta_0)|^2]$ are finite and for every $k < \infty$, $\sup_{t \in R^k, x \in I} |\beta - \beta_0|^k < k \sqrt{\mu (X; \beta) - m(X; \beta_0)} - (\beta - \beta_0) g(X; \beta_0) = O_p(1)$, where the sup is taken over $\{1 \leq i \leq n, \sqrt{n} |\beta - \beta_0||x| \leq k\}$.

($\ell$) $\int f(x) dF(x) < \infty$.

Conditions (k), (h), (m1) are required to guarantee that the nonparametric estimator $\hat{\mu}_t(x)$ has the desired large sample properties. Condition (f) is often used in nonparametric regression. Conditions (m1), (m2), (m3), (v1), (v2) are concerned with the smoothness of the regression and variance functions; ($\ell$) is a technical condition to ensure tightness of a sequence of certain stochastic processes. The following theorem gives the needed weak convergence result, where $B$ is standard Brownian motion.

**Theorem 2.** Suppose the conditions (e), (k), (h), (f), (M), (m1), (m2), (v1), (v2) and ($\ell$) hold. In addition, suppose the estimator $\hat{\beta}_n$ satisfies, under $H_0$,

$$\sqrt{n}(\hat{\beta}_n - \beta_0) = O_p(1). \quad (2.8)$$

Then, for every $x_0 < 1$, $\hat{W}_n(x) \Rightarrow B.F(x)$, in $D([0, x_0])$ and uniform metric.

A computational formula for calculating $\hat{W}_n$ is as follows. Let $X_{(i)}$, denote the order statistics among $X_i$, $1 \leq i \leq n$, and $\hat{e}(i)$, $\hat{t}(i)$, denote the permuted $e_i$, $l_i$ with respect to the ordered $X_i$'s. Then, with $X_{(n+1)} = 1$, $\hat{W}_n(x) = 0$, for $x < X_{(1)}$, and

$$\hat{W}_n(x) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \hat{e}(i) \left[ 1 - \frac{1}{n} \sum_{j=1}^{n} \hat{t}(i) \hat{M}_j(i) \right], \quad x \leq x_{X(1)}, \quad k = 1, \ldots, n,$$

where

$$\hat{t}(i) = \frac{2\hat{v}(X_{(i)}), \hat{M}_j(i) = n^{-1} \sum_{i=1}^{n} \hat{t}(i), \quad j = 1, \ldots, n.}$$

As in Stute et al. (1998), it is recommended to take $x_0$ to be the 99% quantile of the empirical d.f. $\hat{F}$. Then from Theorem 2.1,

$$\sup_{0 < x \leq x_0} \frac{|\hat{W}_n(x)|}{(F(x))^{1/2}} \rightarrow D \sup_{0 < x \leq x_0} \frac{1}{F(x(0))^{1/2}} B\left(\frac{F(x)}{F(x(0))}\right) = \sup_{0 \leq u \leq 1} |B(u)|.$$

The last equality is understood as equal in distribution. Consequently, the test that rejects $H_0$ whenever $\sup_{0 < x \leq x_0} |\hat{W}_n(x)|/0.995 > b_x$ is of the asymptotic size $\alpha$, where $b_x$ is such that $P(\sup_{0 \leq u \leq 1} |B(u)| > b_x) = \alpha$.

**Remark 2.1.** The implementation of this test requires $\sqrt{n}$--consistent estimator $\hat{\beta}_n$ under the null hypothesis. Such estimators may be found by least squares or pseudo-likelihood methods, among others, under certain smoothness conditions on the regression function and the variance function. Discussion on the least square estimators can be found in Jennrich (1969), Wu (1981), Amemiya (1985), and the references therein. Carroll and Ruppert (1988) provide a comprehensive accounts for estimating the parameters in heteroscedastic regression models, and the pseudo-likelihood method has especially been proven to be simple and effective. See also Wang and Zhou (2007) for a brief discussion on this method. In this paper, we will presume the existence of such estimators without providing the exact procedure and formulae for them.
3. Consistency and local power

In this section, we shall show that, under some regularity conditions, the above test is consistent for certain fixed alternatives and has nontrivial asymptotic power against a large class of \(1/\sqrt{n}\)-local alternatives.

3.1. Consistency

Let \(v_1 \neq v\) be a known positive function defined on \(I\). Consider the alternative

\[ H_0 : \tau(x) = v_1(x), \quad \forall x \in I. \tag{3.1} \]

We continue to assume that the regression function is of the parametric form \(m(x; \beta)\) and that the estimator \(\hat{\beta}_n\) used in the test statistic now satisfies \(\sqrt{n}(\hat{\beta}_n - \beta_0) = O_p(1)\), for some \(\beta_0 \in \Gamma\), under the alternative \(H_0\). We still use \(\beta_0\) to denote the true value of \(\beta\) under \(H_0\).

Let \(Y_i = m(X_i; \beta_0) + v(X_i; \beta_0)\alpha_i\). For the sake of brevity, let \(\nabla m(x) = m(x; \beta_0) - m(x; \beta_0), \nabla v(x) = v_1(x) - v(x; \beta_0), \alpha_i\) be same as \(M_i\) in the null case except that \(\beta_0\) is replaced by \(\beta_0\), and

\[
\phi(x) := 2E \left[ \frac{\nabla v(X)\hat{\nu}(X; \beta_0)I[X \geq x]}{v^2(X; \beta_0)\mu_4(X)} \right], \quad H(x) = [(\nabla m(x))^2 + (\nabla v(x))^2]\hat{\nu}(x; \beta_0),
\]

\[
\rho(x) := 2E \left[ \frac{H(x)I[X \geq x]}{V^2(X; \beta_0)\mu_4(X)} \right],
\]

\[
K(x) := 2E \left[ \frac{\nabla v(X)I[X \leq x]}{V(X; \beta_0)\mu_4(X)} \right] - 2 \int_{s \leq x} l(s)^{-1} \phi(s) dF(s),
\]

\[
D_1(x) := \frac{(\nabla m(x))^2 + (\nabla v(x))^2}{V^2(X; \beta_0)\mu_4(X)} I[X \leq x], \quad D_2(x) := \int_{s \leq x} l(s)^{-1} \rho(s) dF(s),
\]

\[
\mathcal{D}(x) := D_1(x) - D_2(x). \tag{3.2}
\]

Now assume that

(a1) The conditions (m1)–(m3), (v1), (v2), and (i) hold with \(\beta_0\) replaced with \(\beta_0\).

(a2) \(Em^2(X, \beta_0)\) and \(Ev^2(X)\) are finite.

(a3) \(d = \sup_{0 \leq x \leq x_0} |K(x) + \mathcal{D}(x)| > 0\).

Then we have the following consistency result of the supremum test.

**Theorem 3.1.** Suppose the conditions (e), (k), (h), (f), (m1) and (a1)–(a3) hold. Then, for every \(x_0 < 1\), the test that rejects \(H_0\) whenever \(\sup_{0 \leq x \leq x_0} |\hat{\mathcal{W}}(x)/[\hat{F}(x_0)]^{1/2}| \) > \(b_2\) is consistent for \(H_0\).

**Remark.** Although the term \(\nabla m(x)\) appears in \(K(x) + \mathcal{D}(x)\), but it is indeed a direct consequence of misspecification of the variance function. Since we assume the regression function has the parametric form of \(m(x; \beta)\) in advance, so any estimator of \(\beta\) based on the null model may not be a consistent estimator of the true parameter under \(H_0\). Therefore, condition (a3) actually requires that \(v_0\) and the alternative \(v_1\) should be different on \(x \leq x_0\).

3.2. Local power

Let \(\delta(x)\) be a measurable function such that \(E\delta^2(X) < \infty\) and \(\delta \notin \psi\). Now we shall study asymptotic power of the proposed test against the local alternatives

\[ H_{loc} : \tau(x) = v_0(x) + n^{-1/2}\delta(x), \quad x \in I. \tag{3.3} \]

Let \(m_0(x) = m(x; \beta_0)\). Under \(H_{loc}\), the regression model (2.1) becomes

\[ Y_i = m_0(X_i) + [v_0(X_i) + n^{-1/2}\delta(X_i)]e_i. \]

We shall still assume that the estimator \(\hat{\beta}_n\) used in the test statistic satisfy the \(\sqrt{n}\)-consistency under \(H_{loc} : \sqrt{n}(\hat{\beta}_n - \beta_0) = O_p(1)\). Define

\[ \psi(y) = E \frac{\delta(X)I[X \geq y]}{v_0(X)\sqrt{\mu_4(X)}}. \]
Then we have the following theorem.

**Theorem 3.2.** Suppose the assumptions of Theorem 2.1 hold. Then under the local alternative (3.3), for any \( x_0 < 1 \),

\[
\lim_{n \to \infty} P \left( \sup_{0 \leq x \leq x_0} \left| \frac{\sqrt{n} \hat{W}_n(x)}{\hat{F}(x_0)^{1/2}} - \beta(x) \right| > b_z \right) = P \left( \sup_{0 \leq x \leq x_0} \left| \frac{B(F(x) + D(x))}{\hat{F}(x_0)^{1/2}} \right| > b_z \right).
\]

4. Case of nonparametric \( \mu(x) \)

In the above discussion we had assumed that the regression function has a known parametric form. To broaden the applicability of the proposed inference procedure it is desirable to relax this assumption when checking the adequacy of the variance function. We shall now assume \( \mu \) to be purely a nonparametric function. As pointed out by Wang and Zhou (2007), the main advantage of considering the regression model with unknown regression function is to avoid the likely adverse effects of a misspecified parametric regression function on checking the adequacy of the variance function.

The above test procedure is modified as follows in this situation. To begin with, we need a nonparametric estimator for \( \mu(x) \). For convenience, we shall use the Nadaraya–Watson estimator. The main results of this paper continue to hold with any other estimator of \( \mu \) that satisfies the uniform consistency property (6.5) given below, in particular, for the local linear estimator.

Let \( h = h_n \) be a bandwidth sequence, and \( K \) be a density kernel. The Nadaraya–Watson kernel estimator of \( \mu(x) \) is

\[
\hat{\mu}(x) = \sum_{i=1}^{n} K(x - X_i)/h / \sum_{i=1}^{n} K((x - X_i)/h).
\]

Now we will assume

(\( \mu \)) The regression function \( \mu(x) \) is Lipschitz continuous on \( I \), i.e., \( |\mu(x + u) - \mu(x)| \leq c |u| \), for some constant \( c < \infty \) and all \( u \in \mathbb{R}, x \in I \).

Replace \( m(x; \beta) \) by \( \hat{\mu}(x) \) in the statistic \( \hat{W}_n \). The weak convergence of this modified statistic \( \hat{W}_n \) is given in the following:

**Theorem 4.1.** Suppose conditions (e), (h), (f), (m1), (v1), (v2), (l), (\( \mu \)) and (2.8) holds. Then, under \( H_0 \), for every \( x_0 < 1 \), \( \hat{W}_n(x) \Longrightarrow B(F(x), \, D(0,x_0)) \) and uniform metric.

5. Numerical simulations

Simulation studies are conducted in this section to evaluate the finite sample performance of the proposed test procedure. We choose \( x_0 \) to be the 99th percentile of the empirical distribution function \( F \). For the significance levels \( \alpha = 0.05, 0.025, 0.01 \), the critical values \( b_z \) obtained from the distribution of \( \sup_{0 \leq u \leq 1} |B(u)| \) are 2.24241, 2.49771, 2.80705, respectively. See, e.g., Khmaladze and Koul (2004). In the following simulation, for various sample size, we repeated the above procedure 1000 times and the empirical size and power are computed by using \#\{sup \( 0 \leq x \leq x_0 \) \|\( \hat{W}_n(x)/\hat{F}(x_0)^{1/2} \| \geq b_z \}/1000.

**Simulation 1:** We generate samples from the following four models:

- **Model 0:** \( Y_i = \beta_1 + \beta_2 X_i + \beta_3 X_i + \beta_4 X_i \varepsilon_i \)
- **Model 1:** \( Y_i = \beta_1 + \beta_2 X_i + \beta_3 X_i + 3 X_i^2 \varepsilon_i \)
- **Model 2:** \( Y_i = \beta_1 + \beta_2 X_i + \beta_3 X_i + 1.5 X_i^2 \varepsilon_i \)
- **Model 3:** \( Y_i = \beta_1 + \beta_2 X_i + \beta_3 X_i + 0.5 X_i^2 \varepsilon_i \)

where \( X \sim U[-1, 1] \). The null model to be fitted is \( \nu(x; \beta) = \sqrt{\beta_3 + \beta_4 x} \). The true parameters are chosen to be \( \beta_1 = 1, \beta_2 = 2, \beta_3 = 0.5 \) and \( \beta_4 = 0.25 \). Note that for these values of \( \beta_3, \beta_4, \nu(x; \beta) = \beta_3 + \beta_4 x > 0 \), for all \( -1 \leq x \leq 1 \). Data from model 0 are used to study the empirical level, while from models 1 to 3 are used to study the empirical power of the test. Note that model 1 has a greater departure from the null model than model 2, and model 3 has the smallest departure from the null model. In the simulation, the random errors are chosen from standard normal and standard double exponential distributions. Since the simulation results are similar for both cases, only results from normal random errors are reported here.

As a comparison, we also simulated the test of Wang and Zhou (2007) with the asymptotic variance replaced by a consistent estimator. We compared the two tests at the nominal level of 0.05. Since asymptotic null distribution of this statistic is \( \mathcal{N}(0, 1) \), we used 1.96 as the critical value for this test. The \( \beta \)'s were estimated by the least squares method. According to the simulation study, both tests are conservative (empirical level around 0.01—0.02). This is not surprising in
that the nonparametric smoothing test statistic often provides less accurate approximation to the asymptotic theory for small to moderate sample sizes.

Figure 1 gives empirical power curves for the three alternative models. In each graph, the solid line corresponds to the power of our test and the dashed line to the power of the modified Wang and Zhou’s test. One can see that when the alternative models are farther away from the null model, our test is comparable to Wang and Zhou’s test, but our test behaves better when the sample size is small. When the departure is small as in model 3, our test is simply uniformly better than Wang and Zhou’s test over all the selected sample sizes. This finding supports the theoretical fact that our test can detect smaller departure \( \frac{1}{\sqrt{n}} \) local alternatives than Wang and Zhou’s test \( \frac{1}{\sqrt{nh^{1/2}}} \) local alternatives.

Simulation 2: A simulation on a nonlinear variance function is conducted here. The data sets are generated from the following regression models:

Model 0: \( Y_i = \beta_1 + \beta_2 X_i + \exp(\beta_3 X_i) \epsilon_i \),
Model 1: \( Y_i = \beta_1 + \beta_2 X_i + \exp(\beta_3 X_i - 6(X_i - 0.5)^2) \epsilon_i \),
Model 2: \( Y_i = \beta_1 + \beta_2 X_i + \exp(\beta_3 X_i - 1.5(\sin(2\pi X_i))^2) \epsilon_i \).

Thus, here the null hypothesis is \( H_0 : \nu(x; \beta) = \exp(\beta_3 X) \). Data from model 0 are used to study the empirical level, while from models 1 to 2 are used to study the empirical power of the test. In the simulation, \( \epsilon \sim N(0, 1) \), \( X \sim \text{Uniform}(0, 1) \), and \( \beta_1 = 1, \beta_2 = 2, \beta_3 = -0.25 \). Table 1 illustrates the simulation results.

The simulation study shows that the empirical levels are all less than the nominal levels in all the chosen cases, hence the proposed test is conservative for all chosen sample sizes. It has a small power against the alternative model 1 when sample sizes are small, but the power improves as the sample size increases. The overall performance of the test against the alternative model 2 is satisfactory, as it has good power (at least 80%) for reasonable sample sizes (200 or above). This is not surprising because the variance function of the alternative 1 is closer than that of the alternative 2 to the variance function of the null model.

6. Proofs of main result

To prove Theorem 2.1, we need three lemmas. Throughout in this section, \( u_t(1) \) is a sequence of stochastic processes that tends to zero, uniformly over its time domain, in probability.
**Lemma 6.1.** Suppose \( \xi \) and \( U \) are random variables with \( E(\xi | U) = 0 \), \( 0 < E_{\xi}^2 < \infty \). Let \( \sigma^2(u) = E(\xi^2 | U = u) \), \( L(u) = E\sigma^2(U)I[\{U \leq u\}] \), \( u \in I \). Let \( (\xi_i, U_i) \), \( 1 \leq i \leq n \) be i.i.d. copies of \( (\xi, U) \). Define
\[
U_n(u) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i I[U_i \leq u], \quad u \in I.
\]
Assume \( L \) to be continuous. Then \( U_n \Rightarrow B \) in \( D(I) \) and uniform metric.

The proof of this lemma uses Theorems 12.6, 15.5, in Billingsley (1968). Details are similar to those appearing in Stute et al. (1998).

To state the next lemma, let \( U \) be a continuous r.v. with d.f. \( G \). Let \( \ell(u) \) be a vector of \( q \) functions with \( E(\ell(u))^2 < \infty \). Assume the matrix \( C_n := E(\ell(U)\ell'(U)I[\{U \geq u\}]) \) is positive definite for all \( u \in R \). For a real valued function \( \gamma \in L_2(R, G) \) define the transforms
\[
T_\gamma(u) := \int_{y \leq u} \gamma(y)\ell'(y)C_y^{-1} dG(y), \quad K_\gamma(u) := \gamma(u) - T_\gamma(u).
\]
The following lemma is from Proposition 4.1 of Khmaladze and Koul (2004) and Lemma 9.1 of Koul (2006), which in turn has origin in Khmaladze (1993).

**Lemma 6.2.** Under the above set up,
\[
EK_\gamma(U)K_{\gamma'}(U) = 0, \quad \forall \gamma \in L_2(R, G),
\]
\[
EK_\gamma(U)K_{\gamma'}(U) = E_\gamma(U)\gamma'_2(U), \quad \forall \gamma_1, \gamma_2 \in L_2(R, G).
\]

**Remark 6.1.** Let \( \xi \) be a r.v. such that \( E(\xi | U) = 0 \), \( E_{\xi}^2 < \infty \), \( \tau^2(u) := E(\xi^2 | U = u) > 0 \), for all \( u \). Then the covariance of the process \( W_{\gamma}(\xi, U) := \{\gamma(\tau(U))K_{\gamma}(U) \} \), as a process in \( \gamma \in L_2(\mathbb{R}, G) \), is like that of \( B_{\gamma}(G) \), where \( B_{\gamma} \) is a Brownian motion in \( \gamma \). Hence, if \( (\xi_i, U_i) \), \( 1 \leq i \leq n \), are i.i.d. copies of \( (\xi, U) \), then by the classical CLT, the finite dimensional distributions of \( n^{-1/2} \sum_{i=1}^{n} W_{\gamma}(\xi_i, U_i) \), as \( \gamma \) varies, will converge weakly to those of \( B_{\gamma}(G) \).

To proceed further, we need to introduce
\[
S_n(x) := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi(x)l(X_i)(\sqrt{\mu_4(X_i)} - \sqrt{\mu_4(X_i)}), \quad x \in \mathbb{R},
\]
where \( \psi \) and \( L \) is some measurable functions. The following lemma is useful when dealing with nonparametric \( \mu_4(x) \).

**Lemma 6.3.** Suppose \( (e), (h), (f) \) and \( (k) \) hold. Then, for any measurable function \( L \) with \( EL^2(X) < \infty \) and for \( \psi(e) = e \) or \( e^2 - 1 \),
\[
\sup_{x \in \mathbb{R}} |S_n(x)| = o_p(1).
\]
Moreover,
\[
\max_{1 \leq i \leq n} |\sqrt{\mu_4(X_i)} - \sqrt{\mu_4(X_i)}| = o_p(1).
\]

The proof of this lemma is given at the end of this section. Here we note that because \( \mu_4(x) \) is bounded below from 0, (6.4) implies
\[
\sup_{1 \leq i \leq n} \left| \frac{\sqrt{\mu_4(X_i)}}{\sqrt{\mu_4(X_i)}} - 1 \right| = o_p(1).
\]
This is used in the sequel.

**Proof of Theorem 2.1.** Recall (2.5) and let
\[
W_n(x) = V_n(x) - \int_{s \leq x} l(s)M_n^{-1} \int_{s \leq z} l(z) dV_n(z) dF(s).
\]
The proof consists of the following two steps.

(a) \( W_n \Rightarrow B \) in \( D(I) \) and in uniform metric.
(b) Under the null hypothesis, for every \( x_0 < 1 \), \( \sup_{0 \leq x \leq x_0} |W_n(x) - W_n(x)| = o_p(1) \).

**Proof of part (a).** Use assumptions (m1), (v1) and (v2) to conclude \( E(\mu(X))^2 < \infty \) and with the aid of the Lindeberg–Feller CLT, that all finite dimensional distributions of \( W_n \) converge weakly to those of \( B \). Thus the claim (a) would follow if we prove the tightness of \( W_n \). By Lemma 6.1 applied to with \( \xi = e, U = X \), the process \( V_n \) is tight. It remains to prove the
tightness of the second term in \( W_n \). Denote it by \( W_{2n} \). Note that

\[
W_{2n}(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_i \int_{s \leq x} l(s) M^{-1}(s)[l(X_i) - l(s)] dF(s).
\]

Let \( \psi(x) = \int_{s \leq x} ||l(s) M^{-1}(s)|| dF(s), x \in \mathcal{T} \). By condition (\( \ell \)), \( 0 < a = \psi(1) < \infty \). Because \( F \) is continuous, the function \( \Psi = \psi/a \) is a strictly increasing continuous d.f. on \( \mathcal{T} \). Moreover, for \( x_1 < x \leq x_2 \),

\[
E[W_{2n}(x_2) - W_{2n}(x_1)]^2 = E \left[ \int_{x_1 \leq s \leq x_2} l(s) M^{-1}(s)[l(X_i) - l(s)] dF(s) \right]^2
\]

\[
= \int_{x_1 \leq s \leq x_2} \int_{x_1 \leq s \leq x_2} \int_{x_1 \leq s \leq x_2} l(s_1) M^{-1}(s_1) l(y) dF(s_1) dF(s_2) dF(y)
\]

\[
= \int_{x_1 \leq s \leq x_2} \int_{x_1 \leq s \leq x_2} l(s_1) M^{-1}(s_1) l(s_2) dF(s_1) dF(s_2) \leq \|M\|_{\infty} a^2 \left[ \Psi(x_2) - \Psi(x_1) \right]^2.
\]

This bound, together with Theorems 12.3 of Billingsley (1968), imply that \( W_{2n} \) is tight in uniform metric on \( \mathcal{C}[0,1] \). This complete the proof of part (a).

**Proof of part (b).** For the sake of brevity, let \( \hat{f}_i = \hat{f}(X_i), l_i = l(X_i) \), and

\[
\tilde{U}_n(y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \hat{f}_i [l_i \geq y], \quad U_n(y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_i [l_i \geq y],
\]

\[
A_n(X_i) = \frac{v_0^2(X_i)}{v_0^2(X_i) \mu_4(X_i)} - 1.
\]

Then,

\[
\bar{W}_n(x) = \hat{V}_n(x) - \int_{s \leq x} \hat{f}(s) M^{-1} \tilde{U}_n(s) dF(s),
\]

\[
W_n(x) = V_n(x) - \int_{s \leq x} l(s) M^{-1} U_n(s) dF(s). \tag{6.6}
\]

Now, \( \hat{V}_n(x) \) can be written as the sum of \( V_n(x) \) and the following seven terms,

\[
W_{1n1}(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{[m_0(X_i) - m_0(X_i)]^2}{v_0^2(X_i) \mu_4(X_i)} [l_i \leq x],
\]

\[
W_{1n2}(x) = -\frac{2}{\sqrt{n}} \sum_{i=1}^{n} \frac{[Y_i - m_0(X_i)][m_n(X_i) - m_0(X_i)]}{v_0^2(X_i) \mu_4(X_i)} [l_i \leq x],
\]

\[
W_{1n3}(x) = -\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{v_0^2(X_i) - \mu_4(X_i)}{v_0^2(X_i) \mu_4(X_i)} [l_i \leq x],
\]

\[
W_{1n4}(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_i A_n(X_i) [l_i \leq x],
\]

\[
W_{1n5}(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{[m_n(X_i) - m_0(X_i)]^2}{v_0^2(X_i) \mu_4(X_i)} A_n(X_i) [l_i \leq x],
\]

\[
W_{1n6}(x) = -\frac{2}{\sqrt{n}} \sum_{i=1}^{n} \frac{[Y_i - m_0(X_i)][m_n(X_i) - m_0(X_i)]}{v_0^2(X_i) \mu_4(X_i)} A_n(X_i) [l_i \leq x],
\]

\[
W_{1n7}(x) = -\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{v_0^2(X_i) - \mu_4(X_i)}{v_0^2(X_i) \mu_4(X_i)} A_n(X_i) [l_i \leq x].
\]

We shall first sketch the proof of the claim \( \sup_{x \leq y} |W_{1n}(x)| = o_p(1) \) for \( j = 1, 2, 4, 5, 6, 7 \).
Consider the case of \( j = 1 \). Adding and subtracting \( (\hat{\beta}_n - \beta_0)^{\dagger} \hat{m}_n(X_i, \beta_0) \) from \( m_n(X_i) - m_0(X_i) \), \( W_{1n1}(x) \) is uniformly bounded above by the sum terms

\[
\frac{2}{\sqrt{n}} \sum_{i=1}^{n} \frac{[m_n(X_i) - m_0(X_i) - (\hat{\beta}_n - \beta_0)^{\dagger} \hat{m}_n(X_i, \beta_0)]}{\sqrt{\mu_4(X_i)}}^2 + \frac{2\| \hat{\beta}_n - \beta_0 \|^2}{\sqrt{n}} \sum_{i=1}^{n} \frac{\| \hat{m}_n(X_i, \beta_0) \|^2}{\sqrt{\mu_4(X_i)}}. 
\]

By assumptions (e), (m1), (m2), (v2) and (2.8), both of these two summands are \( o_p(1) \).

Next, consider the case of \( j = 2 \). Adding and subtracting \( (\hat{\beta}_n - \beta_0)^{\dagger} \hat{m}_n(X_i, \beta_0) \) from \( m_n(X_i) - m_0(X_i) \), \( W_{1n2}(x) \) equals the sum

\[
- \frac{2}{\sqrt{n}} \sum_{i=1}^{n} \frac{e_i[m_n(X_i) - m_0(X_i) - (\hat{\beta}_n - \beta_0)^{\dagger} \hat{m}_n(X_i, \beta_0)]}{\sqrt{\mu_4(X_i)}} I[X_i \leq x],
\]

\[
- \frac{2(\hat{\beta}_n - \beta_0)^{\dagger}}{\sqrt{n}} \sum_{i=1}^{n} \frac{e_i \hat{m}_n(X_i, \beta_0)}{\sqrt{\mu_4(X_i)}} I[X_i \leq x].
\]

(6.7)

Conditions (e), (m1), (2.8) and the LLNs imply the first term of the sum (6.7) to be \( u_p(1) \). A Glivenko–Cantelli type argument shows that

\[
\sup_{x \in \mathbb{R}} \left| \frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_i \hat{m}_n(X_i, \beta_0) I[X_i \leq x] \right| = o_p(1).
\]

Hence, in view of (2.8), the second term in (6.7) is also \( u_p(1) \), thereby completing the proof of \( \sup_{x \in \mathbb{R}} |W_{1n2}(x)| = o_p(1) \).

Now, we shall show that \( \sup_{x \in \mathbb{R}} |W_{1n4}(x)| = o_p(1) \). Note that

\[
W_{1n4}(x) = - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_i \left[ \frac{(v_n^2(X_i) - v_0^2(X_i))}{\sqrt{\mu_4(X_i)}} \right] I[X_i \leq x] - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_i \left[ \frac{v_n^2(X_i) - v_0^2(X_i)}{\sqrt{\mu_4(X_i)}} \right] I[X_i \leq x] 
\]

\[
- \frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_i \left[ \frac{\mu_4(X_i)}{\sqrt{\mu_4(X_i)}} \right] A_0(X_i) I[X_i \leq x] 
\]

\[
- \frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_i \left[ \frac{v_n(X_i) - v_0(X_i)}{\sqrt{\mu_4(X_i)}} \right] A_0(X_i) I[X_i \leq x] - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_i \left[ \frac{\mu_4(X_i)}{\sqrt{\mu_4(X_i)}} \right] A_0(X_i) I[X_i \leq x]. 
\]

(6.8)

so it suffices to show that all terms on the right are \( u_p(1) \). Because the details are similar, here we verify this only for the first term. Adding and subtracting \( v_0(X_i) \) from \( v_n(X_i) \), the first term in (6.8), without the minus sign, can be written as

\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_i \left[ (v_n(X_i) - v_0(X_i))^2 (\sqrt{\mu_4(X_i)} - \sqrt{\mu_4(X_i)}) \right] I[X_i \leq x] 
\]

\[
+ \frac{2}{\sqrt{n}} \sum_{i=1}^{n} e_i \left[ (v_n(X_i) - v_0(X_i)) (\sqrt{\mu_4(X_i)} - \sqrt{\mu_4(X_i)}) \right] I[X_i \leq x]. 
\]

(6.9)

Adding and subtracting \( (\hat{\beta}_n - \beta_0)^{\dagger} v_0(X_i) \) from \( v_n(X_i) - v_0(X_i) \), the second term in (6.9) can be written as

\[
\frac{2}{\sqrt{n}} \sum_{i=1}^{n} e_i \left[ (v_n(X_i) - v_0(X_i) - (\hat{\beta}_n - \beta_0)^{\dagger} v_0(X_i)) (\sqrt{\mu_4(X_i)} - \sqrt{\mu_4(X_i)}) \right] I[X_i \leq x] 
\]

\[
+ \frac{2(\hat{\beta}_n - \beta_0)^{\dagger}}{\sqrt{n}} \sum_{i=1}^{n} e_i \left[ v_0(X_i) (\sqrt{\mu_4(X_i)} - \sqrt{\mu_4(X_i)}) \right] I[X_i \leq x]. 
\]

By (e), (v1), and (6.4), the first term above is bounded above by

\[
\max_i |v_n(X_i) - v_0(X_i) - (\hat{\beta}_n - \beta_0)^{\dagger} v_0(X_i)| \cdot \max_i \left| \sqrt{\mu_4(X_i)} - \sqrt{\mu_4(X_i)} \right| \cdot \frac{2c}{\sqrt{n}} \sum_{i=1}^{n} |e_i|^2 - 1, 
\]

which is \( o_p(1) \), where \( c \) is some positive constant. Consistency of \( \hat{\beta}_n \) and (6.3) in Lemma 6.3 applied to \( L(x) = v_0(x) / \sqrt{\mu_4(x)} \) imply the second term is also \( u_p(1) \). Hence the second term in (6.9) is \( u_p(1) \). Similarly one can show the same holds for the first term in (6.9). This completes the proof of \( \sup_{x \in \mathbb{R}} |W_{1n4}(x)| = o_p(1) \).
Note that assumption (v1) implies $\max_i |v_0^2(X_i) - \hat{v}_0^2(X_i)| = o_P(1)$. This fact together with (6.4), and the fact that $\mu_4(x)$ and $\nu_0^2(x)$ are bounded below from 0, we obtain

$$\max_i |A_n(X_i)| = o_P(1).$$  \hspace{1cm} (6.10)

This fact and an argument similar to the above will yield $\sup_{x \in \mathcal{L}} |W_{\nu_0}(X)| = o_P(1)$, $j = 5, 6, 7$.

Finally, consider $W_{1n3}(x)$. Let $x_n = \sqrt{n} (\hat{\beta}_n - \beta_0)$. Using (v1) and (2.8), verify that

$$W_{1n3}(x) = -\frac{2x_n}{n} \sum_{i=1}^n \frac{\hat{v}_0(X_i) - v_0^2(X_i)}{\hat{v}_0(X_i)\mu_4(X_i)} I[X_i \leq x] + u_P(1),$$

which, by the finiteness of the second moment of $\|\hat{v}_0(X)\|$ and a Glivenko–Cantelli type argument, implies

$$W_{1n3}(x) = -E(l'(X)|X \leq x) x_n + u_P(1).$$

Therefore,

$$\sup_{x \in \mathcal{L}} |\hat{v}_n(x) - V_n(x) + E(l'(X)|X \leq x)x_n| = o_P(1).$$  \hspace{1cm} (6.11)

Next, consider the difference $\hat{U}_n(y) - U_n(y)$. By definition of $\hat{\sigma}(X)$ in (2.6),

$$\hat{U}_n(y) = \frac{2}{\sqrt{n}} \sum_{i=1}^n \frac{\hat{v}_0(X_i) - v_0^2(X_i)}{\hat{v}_0(X_i)\mu_4(X_i)} I[X_i \geq y].$$

By Lemma 6.3 and (2.8), one obtains

$$\hat{U}_n(y) - U_n(y) = \frac{2}{\sqrt{n}} \sum_{i=1}^n \frac{\hat{v}_0^2(X_i) - v_0^2(X_i)}{\hat{v}_0(X_i)\mu_4(X_i)} v_0(X_i)I[X_i \geq y] + u_P(1).$$

Add and subtract $v_0(X_i)$ from $\hat{v}_0(X_i)$, and use assumption (v1), to show that

$$\frac{2}{\sqrt{n}} \sum_{i=1}^n \frac{\hat{v}_0^2(X_i) - v_0^2(X_i)}{\hat{v}_0(X_i)\mu_4(X_i)} v_0(X_i)I[X_i \geq y] = 4E\frac{\hat{v}_0(X_i)v_0'(X_i)}{\hat{v}_0^2(X_i)\mu_4(X)} I[X_i \geq y] + u_P(1).$$

Hence, by the definition of $M_y$, we have

$$\sup_{y \in \mathcal{L}} |\hat{U}_n(y) - U_n(y) + M_y x_n| = o_P(1).$$  \hspace{1cm} (6.12)

Again using conditions (m1)–(m3), (v1), (v2), one can show that $\sup_{y \in \mathcal{L}} \|\hat{M}_y - M_y\| = o_P(1)$, where $\hat{M}_y$ is defined in (2.6).

Consequently,

$$\sup_{0 \leq y \leq \xi_n} \|\hat{M}_y^{-1} - M_y^{-1}\| = o_P(1)$$  \hspace{1cm} (6.13)

by the positive definiteness of $M_y$ for all $y \in [0, 1]$.

For convenience, let $\bar{W}_{2n}(x)$, $W_{2n}(x)$ denote the second terms on the right hand sides of $\bar{W}_n(x)$, $W_n(x)$ in (6.6). Then

$$\bar{W}_{2n}(x) = \int_{s \leq x} I(s)\hat{M}_{s}^{-1} \hat{U}_n(s) dF(s) = \int_{s \leq x} \frac{2\hat{v}_n(s)}{\hat{v}_0(X)\mu_4} [\hat{M}_{s}^{-1} - M_{s}^{-1}] \cdot [\hat{U}_n(s) - U_n(s) + U_n(s)] dF(s)$$

$$= \int_{s \leq x} \bar{I}(s)M_{s}^{-1}U_n(s) dF(s) - E(l'(X)|X \leq x) x_n + u_P(1) = W_{2n}(x) - E(l'(X)|X \leq x) x_n + u_P(1),$$

by (v2), (6.12) and (6.13). Therefore, by (6.11) and the relation

$$\bar{W}_n(x) - W_n(x) = \bar{V}_n(x) - V_n(x) - [\bar{W}_{2n}(x) - W_{2n}(x)],$$

we obtain $\sup_{0 \leq x \leq \xi_n} |\bar{W}_n(x) - W_n(x)| = o_P(1)$, thereby completing the proof of Theorem 2.1. \hspace{1cm} □

**Remark 6.2.** Note that in the above proof, the only place we needed to restrict the supremum to $[0, \xi_n]$ is to establish (6.13). If $l(s)$, and hence $M_s$, are free from the null parameter $\beta$ and depend on the other unknown entities in a simpler fashion, then one does not need to get this result and a suitable analog of $\bar{W}_n$ will converge weakly to $B_f$ in $D(J)$. Consider, for example, the case where $h := \hat{v}_0/v_0$ is known completely, $\mu_4(x) = c$, a positive constant, and the design d.f. $F$ is known. Then $l(x) = 2h(x)/\sqrt{c}$, and $\bar{l}(x) = 2\hat{h}(x)/\sqrt{c}$, where $\hat{c}$ is a consistent estimator of $c$. Assume $H_x := \int_{y \geq x} h(y) h(y) dF(s)$ is positive definite for all $0 \leq x < 1$. Note that now $H_x$ is known and $M_{s}^{-1} = 4^{-1}H_{s}^{-1}$, exists for each $s < 1$. Then, $\hat{M}_{s}^{-1} = 4^{-1}\hat{c}H_{s}^{-1}$, and

$$\bar{W}_{2n}(x) = \int_{s \leq x} \bar{l}(s)\hat{M}_{s}^{-1} \bar{l}(x) d\bar{V}_n(z) dF(s) = \int_{s \leq x} \bar{h}(s)H_{s}^{-1} \int_{y \geq s} h(y)\bar{V}_n(\bar{y}) dF(s).$$
Thus here the transformation to construct tests for \( H_0 \) is
\[
\tilde{W}_n(x) := \tilde{V}_n(x) - \int_{s \geq x} h(s) H_s^{-1} \int_{y > s} h(y) \tilde{V}_n(dy) \, dF(s).
\]

The above proof of Theorem 2.1 readily shows that here \( \sup_{x \in \mathbb{R}} |\tilde{W}_n(x) - W_n(x)| = o_p(1) \), and hence \( \tilde{W}_n \Rightarrow B - F \) in \( D(\mathbb{I}) \) and uniform metric.

**Proof of Theorem 3.1.** Let \( Y_i^a = m(X_i; \beta_a) + v(X_i; \beta_a) \), then we rewrite
\[
\tilde{e}_i = \frac{(Y_i - m(X_i))^2 - v_i(X_i)^2}{v_i^2(X_i)\sqrt{\mu_4(X_i)}} + \frac{2(Y_i - Y_i^a)(Y_i^a - m(X_i))}{v_i^2(X_i)\sqrt{\mu_4(X_i)}} + \frac{(Y_i - Y_i^a)^2}{v_i^2(X_i)\sqrt{\mu_4(X_i)}}.
\]

Denote the three terms on the right hand side by \( \tilde{e}_1^a \), \( \tilde{e}_2^a \) and \( \tilde{e}_3^a \), respectively. Then \( \tilde{W}_n(x) \) is the sum of the following three terms:
\[
W_{1n}^a(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \tilde{e}_1^a \left( I[X_i \leq x] \right) - \int_{s \leq x} \tilde{\tau} (s) \tilde{M}_s^{-1} I[X_i \geq s] \, d\tilde{F}(\tilde{s})(X_i),
\]
\[
W_{2n}^a(x) = \frac{2}{\sqrt{n}} \sum_{i=1}^{n} \tilde{e}_2^a \left( I[X_i \leq x] \right) - \int_{s \leq x} \tilde{\tau} (s) \tilde{M}_s^{-1} I[X_i \geq s] \, d\tilde{F}(\tilde{s})(X_i),
\]
\[
W_{3n}^a(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \tilde{e}_3^a \left( I[X_i \leq x] \right) - \int_{s \leq x} \tilde{\tau} (s) \tilde{M}_s^{-1} I[X_i \geq s] \, d\tilde{F}(\tilde{s})(X_i).
\]

Exactly the same argument as before yields \( W_{1n}^a(x) \Rightarrow B - F(x) \). Adding and subtracting \( m(X_i; \beta_a) \) from \( Y_i^a - m(X_i) \), \( W_{2n}^a(x) \) can be written as the sum \( A_{1n}(x) + A_{2n}(x) \), where
\[
A_{1n}(x) = \frac{2}{\sqrt{n}} \sum_{i=1}^{n} \frac{(Y_i - Y_i^a)(Y_i^a - m(X_i; \beta_a))}{v_i^2(X_i)\sqrt{\mu_4(X_i)}} \left( I[X_i \leq x] \right) - \int_{s \leq x} \tilde{\tau} (s) \tilde{M}_s^{-1} I[X_i \geq s] \, d\tilde{F}(\tilde{s})(X_i),
\]
\[
A_{2n}(x) = \frac{2}{\sqrt{n}} \sum_{i=1}^{n} \frac{(Y_i - Y_i^a)(m(X_i; \beta_a) - m_a(X_i))}{v_i^2(X_i)\sqrt{\mu_4(X_i)}} \left( I[X_i \leq x] \right) - \frac{2}{\sqrt{n}} \sum_{i=1}^{n} \frac{(Y_i - Y_i^a)(m(X_i; \beta_a) - m_a(X_i))}{v_i^2(X_i)\sqrt{\mu_4(X_i)}} \left( \int_{s \leq x} \tilde{\tau} (s) \tilde{M}_s^{-1} I[X_i \geq s] \, d\tilde{F}(\tilde{s})(X_i) \right).
\]

Note that (6.10) still holds when \( \beta_0 \) is replaced by \( \beta_a \). Then by (6.10) and the assumption (v2), one verifies
\[
n^{-1/2} A_{1n}(x) = K_1(x) + u_n(1), \tag{6.14}
\]
where \( K_1(x) \) is defined in Section 3.1. Let
\[
V_n^a(s) = \frac{1}{n} \sum_{i=1}^{n} \frac{(Y_i - Y_i^a)(Y_i^a - m(X_i; \beta_a))}{v_i^2(X_i)\sqrt{\mu_4(X_i)}} I(X_i) I[X_i \geq s].
\]

Then by (6.10), assumption (m2), (m3), (v1), (v2), the definition of \( Y_i^a \), and (6.4) in Lemma 6.3, one verifies
\[
V_n^a(s) = \phi(s) + u_n(1), \tag{6.15}
\]
where \( \phi(s) \) is defined in Section 3.1.

Using exactly the same argument as in the null case, one can verify that under the alternative hypothesis (3.1), \( \sup_{x \leq x_0} \|M^{-1}_x - A_x\| = o_p(1) \). Note that \( n^{-1/2} A_{1n2}(x) = 2 \int_{s \leq x_0} \tilde{\tau}(s) \tilde{M}_s^{-1} V_n(s) \, d\tilde{F}(s) \), so by adding and subtracting \( \psi(s; \beta_a) \) from \( \tilde{\tau}(s; \beta_a) \) in \( \tilde{\tau}(s) \), \( M_\tau^{-1} \) from \( \tilde{M}_\tau \), using assumption (m2), (m3), (v1), (v2), (6.10) and (6.15), we can show that
\[
n^{-1/2} A_{1n2}(x) = K_2(x) + o_p(1) \tag{6.16}
\]
uniformly for \( x \leq x_0 \), where \( K_2(x) \) is defined in Section 3.1. From the consistency of \( \hat{\beta}_a \) to \( \beta_a \), one can finally show
\[
\sup_{0 \leq x \leq x_0} |n^{-1/2} W_{2n2}(x) - [K_1(x) - K_2(x)]| = o_p(1). \tag{6.17}
\]

Now, consider \( W_{3n}^a(x) \). Define
\[
H_n(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{(Y_i - Y_i^a)^2}{v_i^2(X_i)\sqrt{\mu_4(X_i)}} \tilde{\tau}(X_i) I(X_i \geq x).
\]
An argument similar to one used in deducing (6.15) yields

\[
H_n(x) = 2E \frac{H(x)I[X \geq x]}{v^2(X; \beta_0)\mu_4(X)} + o_p(1) = \rho(x) + u_p(1),
\]

where \(H(x)\) is defined in Section 3.1.

Note that \(n^{-1/2}W_{3n}^q(x)\) can be written as

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{(Y_i - Y_0)^2}{v^2(X_i; \beta_0)\sqrt{\mu_4(X_i)}} \left( I[X_i \leq x] - \int_{s \leq x} \tilde{t}(s)\hat{M}_s^{-1}H(s)\,d\hat{F}(s) \right).
\]

The first term in the above expression can be written as

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{(Y_i - Y_0)^2}{v^2(X_i; \beta_0)\sqrt{\mu_4(X_i)}} [I[X_i \leq x] - 1] I[X_i \leq x].
\]

Condition (a1) implies that

\[
\sup_{0 \leq x \leq x_0} \left| \frac{1}{n} \sum_{i=1}^{n} \frac{(Y_i - Y_0)^2}{v^2(X_i; \beta_0)\sqrt{\mu_4(X_i)}} [I[X_i \leq x] - D_1(x)] \right| = o_p(1),
\]

where \(D_1(x)\) is as in (3.2). Also, (a1) and (6.10) imply that

\[
\sup_{x \leq x_0} \left| \frac{1}{n} \sum_{i=1}^{n} \frac{(Y_i - Y_0)^2}{v^2(X_i; \beta_0)\sqrt{\mu_4(X_i)}} \left[ v^2(X_i; \beta_0)\sqrt{\mu_4(X_i)} - 1 \right] I[X_i \leq x] \right| = o_p(1).
\]

Therefore, one can show that the second term on the right end of (6.18) satisfies

\[
\sup_{0 \leq x \leq x_0} \left| \frac{1}{n} \sum_{i=1}^{n} \frac{(Y_i - Y_0)^2}{v^2(X_i; \beta_0)\sqrt{\mu_4(X_i)}} I[X_i \leq x] - D_2(x) \right| = o_p(1),
\]

where \(D_2(x)\) is as in (3.2). Combining (6.19) and (6.20), we get

\[
\sup_{0 \leq x \leq x_0} |W_n(x)| = \sup_{0 \leq x \leq x_0} |W_{3n}^q(x)| \leq \sup_{0 \leq x \leq x_0} |W_{2n}^q(x)| + \sup_{0 \leq x \leq x_0} |W_{1n}^q(x)| - \sup_{0 \leq x \leq x_0} |n^{-1/2}W_{2n}^q(x)|
\]

\[
+ n^{-1/2}W_{3n}^q(x) = \sup_{0 \leq x \leq x_0} |W_{1n}^q(x)| \rightarrow \infty \text{ in probability},
\]

which implies the consistency, hence the theorem. \(\square\)

**Proof of Theorem 3.2.** Denote \(Y_i = m_i + \nu_i\), then

\[
\hat{e}_1 = \frac{(Y_i - m(X))^2 - v_1^2(X_i)}{v_1^2(X_i)\sqrt{\mu_4(X_i)}} + \frac{2(Y_i^2 - Y_0^2)(Y_i - m(X))}{v_1^2(X_i)\sqrt{\mu_4(X_i)}} + \frac{(Y_i - Y_0)^2}{v_1^2(X_i)\sqrt{\mu_4(X_i)}}.
\]

Denoting the three terms on the right end by \(\hat{e}_1^1\), \(\hat{e}_1^2\), and \(\hat{e}_1^3\), respectively. Then the test statistic is the sum of the following three terms:

\[
W_{1n}^q(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \hat{e}_1^1 I[X_i \leq x] - \int_{s \leq x} \tilde{t}(s)\hat{M}_s^{-1}I[X_i \geq s]d\hat{F}(s)\hat{d}(s),
\]

\[
W_{2n}^q(x) = \frac{2}{\sqrt{n}} \sum_{i=1}^{n} \hat{e}_1^2 I[X_i \leq x] - \int_{s \leq x} \tilde{t}(s)\hat{M}_s^{-1}I[X_i \geq s]d\hat{F}(s)\hat{d}(s),
\]

\[
W_{3n}^q(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \hat{e}_1^3 I[X_i \leq x] - \int_{s \leq x} \tilde{t}(s)\hat{M}_s^{-1}I[X_i \geq s]d\hat{F}(s)\hat{d}(s).
\]

Exactly same argument as before leads to \(W_{1n}^q(x) \rightarrow B\Gamma F(x)\).

Next, consider \(W_{2n}^q(x)\). Note that \(Y_i - Y_1 = \delta_1(X_i)\hat{e}_1^1 \rightarrow \sqrt{n}\), so

\[
W_{2n}^q(x) = \frac{2}{\sqrt{n}} \sum_{i=1}^{n} \frac{\delta_1(X_i)\hat{e}_1^1 (Y_i^1 - m(X_i))}{v_1^2(X_i)\sqrt{\mu_4(X_i)}} I[X_i \leq x] - \int_{s \leq x} \tilde{t}(s)\hat{M}_s^{-1}I[X_i \geq s]d\hat{F}(s)\hat{d}(s).
\]
Adding and subtracting \( m_0(X_i) \) from \( Y_i - m_\theta(X_i) \), \( W_{1n}^T(x) \) can be written as the sum of the following two terms:

\[
B_{1n}(x) = \frac{2}{n} \sum_{i=1}^{n} \frac{\delta(X_i)\varepsilon(Y_i - m_0(X_i))}{\sqrt{\hat{\mu}_4(X_i)}} \left( \mathbb{I}[X_i \leq x] - \int_{s \leq x} \tilde{G}(s)\tilde{M}_s^{-1}\mathbb{I}[X_i \geq s] \, d\tilde{F}(s)(\tilde{Y}_i) \right),
\]

\[
B_{2n}(x) = \frac{2}{n} \sum_{i=1}^{n} \frac{\delta(X_i)\varepsilon(m_0(X_i) - m_\theta(X_i))}{\sqrt{\hat{\mu}_4(X_i)}} \left( \mathbb{I}[X_i \leq x] - \int_{s \leq x} \tilde{G}(s)\tilde{M}_s^{-1}\mathbb{I}[X_i \geq s] \, d\tilde{F}(s)(\tilde{Y}_i) \right).
\]

Use assumptions (m1) and (v2) to verify \( \text{sup}_{0 \leq s \leq x_n} |B_{2n}(x)| = o_p(1) \). To study \( B_{1n}(x) \), let

\[
T_n(y) = \frac{2}{n} \sum_{i=1}^{n} \frac{\delta(X_i)\varepsilon(Y_i - m_0(X_i))}{\sqrt{\hat{\mu}_4(X_i)}} \mathbb{I}[X_i \geq y].
\]

Similar argument as before leads to

\[
T_n(y) = 2E \frac{\delta(X_i)\varepsilon(Y_i)}{\sqrt{\hat{\mu}_4(X_i)}} \mathbb{I}[X \geq y] + o_p(1) = 2\psi(y) + u_p(1),
\]

where \( \psi(y) \) is given in (3.4). Note that

\[
B_{1n}(x) = \frac{2}{n} \sum_{i=1}^{n} \frac{\delta(X_i)\varepsilon(Y_i - m_0(X_i))}{\sqrt{\hat{\mu}_4(X_i)}} \mathbb{I}[X_i \leq x] - \int_{s \leq x} \tilde{G}(s)\tilde{M}_s^{-1}V_n(s) \, d\tilde{F}(s).
\]

From (6.10), (6.5) and (6.21), one can show that \( \sup_{0 \leq s \leq x_n} |W_{1n}(x) - D(x)| = o_p(1) \), where \( D(x) \) is given in (3.4). This implies \( \sup_{0 \leq s \leq x_n} |W_{2n}(x) - D(x)| = o_p(1) \).

As for \( W_{3n}^T(x) \), note that

\[
W_{3n}^T(x) = \frac{1}{n\sqrt{n}} \sum_{i=1}^{n} \frac{\delta^2(X_i)\varepsilon^2(Y_i - m_0(X_i))}{\sqrt{\hat{\mu}_4(X_i)}} \left( \mathbb{I}[X_i \leq x] - \int_{s \leq x} \tilde{G}(s)\tilde{M}_s^{-1}\mathbb{I}[X_i \geq s] \, d\tilde{F}(s)(\tilde{Y}_i) \right).
\]

Then usual argument shows that \( \sup_{0 \leq s \leq x_n} |W_{3n}^T(x)| = o_p(1) \). Finally, by summarizing the above results, we obtain \( \sup_{0 \leq s \leq x_n} |W_{1n}(x) + D(x)| + o_p(1) \). Hence the theorem. \( \blacksquare \)

**Proof of Theorem 4.1.** In the following proof, we will assume \( \mu_4(x) \) is a constant, which is estimated by the simple average of \( (\varepsilon^2 - 1)^2 \). Easy to see, it is an \( \sqrt{n} \)-consistent estimator for \( \mu_4(x) \). Through this simplification, the effect of the nonparametric estimator of the regression function on the argument can be clearly understood, and the reader will not be trapped into clumsy notations and involved expressions. Of course, if \( \mu_4(x) \) does depend on \( x \), then Lemma 6.3 should be used to deal with the incurred complications.

The main steps of the proof are the same as in the proof of part (b) in Theorem 2.1. But some necessary modification need to be made because of the presence of a nonparametric estimator of the regression function. For the sake of brevity, we only present the proof of \( \sup_{0 \leq s \leq x_n} |W_{1n2}(x)| = o_p(1) \), the arguments for the other claims can be adjusted similarly.

Let

\[
\tilde{g}(X_i) = \frac{1}{nh} \sum_{j=1}^{n} K \left( \frac{X_j - X_i}{h} \right) Y_j, \quad \tilde{f}(X_i) = \frac{1}{nh} \sum_{j=1}^{n} K \left( \frac{X_j - X_i}{h} \right)
\]

and \( g(x) = m(x)f(x) \). Then, for each \( i \),

\[
\tilde{m}_n(X_i) - m(X_i) = \frac{\tilde{g}(X_i) - g(X_i)}{f(X_i)} - \frac{\tilde{g}(X_i) - g(X_i)}{f(X_i)} \left( \frac{\tilde{f}(X_i) - f(X_i)}{f(X_i)} \right) + \frac{m(X_i)\tilde{f}(X_i) - f(X_i)}{f(X_i)} - \frac{m(X_i)\tilde{f}(X_i) - f(X_i)}{f(X_i)}.
\]  

An argument similar to the one used for computing mean square error of the estimator, along with conditions (e), (k), (h), (f), and (\( \mu \)), yield

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{\tilde{g}(X_i) - g(X_i)^2}{f(X_i)} = O_p(\log n^2/(nh) + h^2) = \frac{1}{n} \sum_{i=1}^{n} \tilde{f}(X_i) - f(X_i))^2.
\]

See, e.g., Zhu et al. (2001) for details, where there is a typo in that \( 1/n \) is missing in the left and right hand side.
From (6.22) and the consistency of $\hat{\mu}_4$ to $\mu_4$, uniformly in $x \in I$,

$$W_{1n2}(x) = - \frac{1}{n \hat{\mu}_4} \sum_{i=1}^{n} \varepsilon_i [I(X_i \leq x) - F(x)] \frac{\hat{\sigma}_n(X_i)}{v_0^2(X_i)} + \frac{1}{n \hat{\mu}_4} \sum_{i=1}^{n} \varepsilon_i m(X_i) [I(X_i \leq x) - F(x)] \frac{\hat{\sigma}_n(X_i)}{v_0^2(X_i)}$$

$$- F(x) \frac{1}{n \hat{\mu}_4} \sum_{i=1}^{n} \varepsilon_i [g(X_i) - g(X_j)] \frac{\hat{\sigma}_n(X_i)}{v_0^2(X_i) f(X_i)} + F(x) \frac{1}{n \hat{\mu}_4} \sum_{i=1}^{n} \varepsilon_i m(X_i) [\hat{f}(X_i) - f(X_i)] \frac{\hat{\sigma}_n(X_i)}{v_0^2(X_i) f(X_i)} + O_p[(\log n)^4/(n^{1/2}) + h^2 \sqrt{n}].$$

Because of the consistency of $\hat{\mu}_4$ for $\mu_4$, showing the first term above is $o_p(1)$ is equivalent to showing that

$$M(x) = \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i [I(X_i \leq x) - F(x)] [\hat{g}_n(X_i) - g(X_i)] = o_p(1).$$

(6.24)

Details of the proof of this claim, however, are similar to those for proving $f_1(x) = u_p(1)$ appearing in Zhu et al. (2001, p. 1248). We thus do not reproduce them here. Their proof in turn is based on the works of Nolan and Pollard (1987).

Similarly, one show the second term in the above decomposition of $W_{1n2}(x)$ is $o_p(1)$.

To show the third and fourth term of $W_{1n2}(x)$ are $o_p(1)$, one only needs to show

$$\frac{1}{n \sqrt{n}} \sum_{i=1}^{n} \varepsilon_i [\hat{g}_n(X_i) - g(X_i)] = o_p(1) \quad \text{and} \quad \frac{1}{n \sqrt{n}} \sum_{i=1}^{n} \varepsilon_i m_0(X_i) [\hat{f}(X_i) - f(X_i)] = o_p(1)$$

(6.25)

because of $0 \leq F(x) \leq 1$.

Let

$$S_{n1} = \frac{1}{n h \sqrt{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} K \left( \frac{X_i - X_j}{h} \right) \frac{\varepsilon_i \varepsilon_j v_0(X_i)}{v_0^2(X_i) f(X_i)}.$$

$$S_{n2} = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varepsilon_i \frac{\hat{g}_n(X_i) - g(X_i)}{v_0^2(X_i) f(X_i)} \left[ \frac{1}{n h} \sum_{j=1}^{n} K \left( \frac{X_i - X_j}{h} \right) m(X_j) - g(X_i) \right].$$

Then

$$\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varepsilon_i [\hat{g}_n(X_i) - g(X_i)] = S_{n1} + S_{n2}.$$

We shall show that both $S_{n1}$ and $S_{n2}$ are $o_p(1)$. Consider

$$ES_{n1}^2 = E \left[ \frac{1}{nh \sqrt{n}} \sum_{i=1}^{n} K(0) \varepsilon_i^2 v_0(X_i) f(X_i) + \frac{1}{nh \sqrt{n}} \sum_{i=1}^{n} K \left( \frac{X_i - X_j}{h} \right) \varepsilon_i \varepsilon_j v_0(X_i) f(X_i) \right]^2,$$

which is bounded above by the sum

$$2E \left[ \frac{1}{nh \sqrt{n}} \sum_{i=1}^{n} K(0) \varepsilon_i^2 v_0(X_i) f(X_i) \right]^2 + 8E \left[ \frac{1}{nh \sqrt{n}} \sum_{i=1}^{n} K \left( \frac{X_i - X_j}{h} \right) \varepsilon_i \varepsilon_j v_0(X_i) f(X_i) \right]^2.$$

(6.26)

By conditions (e), (k), (f), and $v_0$ being bounded away from zero, and by the Cauchy–Schwarz inequality, the first term in (6.26) is bounded above by $C E \varepsilon_i^4/nh^2 \rightarrow 0$. The same assumptions and direct calculations show that the second term is also of the order $(nh^2)^{-1} \rightarrow 0$. Therefore, $ES_{n1}^2 = o(1)$, which implies $S_{n1} = o_p(1)$.

Under the same conditions as mentioned above, by a conditioning argument, and using the fact $(X_i, \varepsilon_i), 1 \leq i \leq n$ are independent random vectors,

$$ES_{n2}^2 = \frac{1}{n} \sum_{i=1}^{n} E \left[ \frac{\varepsilon_i^2}{v_0^2(X_i) f(X_i)^2} \left( \frac{1}{n} \sum_{j=1}^{n} K \left( \frac{X_i - X_j}{h} \right) m(X_j) - g(X_i) \right) \right]^2 \leq CE \left[ \frac{1}{n} \sum_{i=1}^{n} K \left( \frac{X_i - X_j}{h} \right) m(X_j) - g(X_i) \right]^2 = o(1),$$

by a routing bias and variance decomposition argument, where $C$ is some positive constant. This implies that $S_{n2} = o_p(1)$. This completes the proof of the first claim in (6.25). The second claim in (6.25) can be proved using the similar argument as in proving $S_{n2} = o_p(1)$, thereby completing the proof of the sup of $W_{1n2}(x) = o_p(1)$. □

**Proof of Lemma 6.3.** Use the elementary equality $\sqrt{a} - \sqrt{b} = (a - b)/(\sqrt{a} + \sqrt{b})$, to obtain

$$S_n(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi(\varepsilon_i) I(X_i \leq x) [\hat{\mu}_4(X_i) - \mu_4(X_i)] / \sqrt{\hat{\mu}_4(X_i)} + \sqrt{\hat{\mu}_4(X_i)}.$$
Let \( K_{ij} = K(X_i - X_j)/h \), and \( \hat{f}(x) = \frac{1}{n} \sum_{i=1}^{n} K(X_i - X_j)/(nh) \). Then
\[
\hat{\mu}_4(X_i) = \frac{\sum_{j=1}^{n} K_{ij} [Y_j - m_n(X_j)]^2 / v_n^2(X_j) - 1]^2}{n f(X_i)}.
\]
(6.27)

Let \( \Delta m_n(X_i) = m_n(X_i) - m_n(X_j) \), \( \Delta v_n(X_i) = v_n(X_i) - v_n(X_j) \) and \( D_n(X_i) = v_n(X_i)/v_n(X_j) - 1 \). Then
\[
\left[ \frac{(Y_i - m_n(X_i))^2}{v_n^2(X_i)} - 1 \right]^2 = \left[ \frac{(v_n(X_i) e_i - \Delta m_n(X_i))^2 - v_n^2(X_i) - \Delta v_n^2(X_i)}{v_n^2(X_i)} (D_n(X_i) + 1) \right]^2
\]
\[
= \left[ \frac{v_n^2(X_i)(e_i^2 - 1) + (\Delta m_n(X_i))^2 - 2 e_i v_0(X_i) \Delta m_n(X_i) - \Delta v_n^2(X_i)}{v_0(X_i) - v_n^2(X_i)} (D_n(X_i) + 1)^2 \right]^2
\]
\[
= \left[ (e_i^2 - 1) + (\Delta m_n(X_i))^2 - 2 e_i \Delta m_n(X_i) - \Delta v_n^2(X_i) \right]^2 (D_n(X_i) + 1)^2.
\]

Expanding the square terms, the above expression, and hence \( \hat{\mu}_4(X_i) \) can be written as a sum of 30 terms. For example, one of these terms is \( \hat{\mu}_4(X_i) = \frac{\sum_{j=1}^{n} K_{ij} [Y_j - m_n(X_j)]^2 / v_n(X_j) - 1]^2}{n f(X_i)} \). Accordingly, the following is one term in \( s_n(x) \),
\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi(e_i) L(X_i)[\hat{\mu}_4(X_i) - \mu_4(X_i)]/f(x) \times \frac{1}{2 \sqrt{\mu_4(X_i)}},
\]
which can be rewritten as
\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi(e_i) L(X_i)[\hat{\mu}_4(X_i) - \mu_4(X_i)]/f(x) \times \frac{1}{2 \sqrt{\mu_4(X_i)}}.
\]

Similar to the proof of (6.24) and (6.25) below, one can show the above two terms are \( u_0(1) \). Using conditions (m2), (m3), (v1), (v2) and the \( \sqrt{n} \)-consistency of \( \beta_n \), one can also show the other 29 terms are all \( u_0(1) \). Therefore, (6.3) holds.

To prove (6.4), use assumption (e) to conclude
\[
\left| \sqrt{\hat{\mu}_4(X_i)} - \sqrt{\mu_4(X_i)} \right| = \frac{|\hat{\mu}_4(X_i) - \mu_4(X_i)|}{2 \sqrt{\mu_4(X_i)}} \leq c |\hat{\mu}_4(X_i) - \mu_4(X_i)|, \quad 1 \leq i \leq n,
\]
where \( c = 1/2d \). Note that
\[
E \sum_{i=1}^{n} \left( \hat{f}(X_i) - f(X_i) \right)^4 \leq 8n E \left[ \left( \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{X_i - X_j}{h} \right) - f(X_i) \right)^4 \right] \leq 8n \left( \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{X_i}{h} \right) - f(X_i) \right)^4.
\]
(6.29)

Let \( H(X_i, X_j) = h^{-1} K(X_i - X_j)/h \), then
\[
E \left[ \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{X_i - X_j}{h} \right) - f(X_i) \right]^4 \leq 8E \left\{ \left( \frac{1}{n} \sum_{j=1}^{n} H(X_i, X_j) - E[H(X_1, X_j)|X_1] \right)^4 \right\} + 8E \left( \frac{1}{n} \sum_{j=1}^{n} H(X_i, X_j) - f(X_i) \right)^4.
\]

Routine argument show that the first term on the right is \( O(1/nh^3) + O(1/nh^2) \), and the second term \( O(h^4) \). Therefore, from assumption (h),
\[
E \sum_{i=1}^{n} \left( \hat{f}(X_i) - f(X_i) \right)^4 = O(1/nh^3) + O(1/nh^2) + O(1/nh^2) + O(1/nh^2) = o_p(1).
\]

Hence
\[
\max_{1 \leq i \leq n} \left| \hat{f}(X_i) - f(X_i) \right|^4 \leq \sum_{i=1}^{n} \left| \hat{f}(X_i) - f(X_i) \right|^4 = o_p(1).
\]
(6.28)

which, in turn, implies \( \max_{1 \leq i \leq n} \left| \hat{f}(X_i) - f(X_i) \right| = o_p(1) \). Similar arguments lead to
\[
\max_{1 \leq i \leq n} \left| \frac{1}{nh} \sum_{j=1}^{n} K \left( \frac{X_i - X_j}{h} \right) (e_i^2 - 1)^2 - f(X_i) E((e_i^2 - 1)^2 | X = X_i) \right| = o_p(1),
\]
(6.29)

In turn, (6.27)–(6.29), and assumption (f) imply \( \max_{1 \leq i \leq n} |\hat{\mu}_4(X_i) - \mu_4(X_i)| = o_p(1) \), which readily implies (6.4). \( \square \)
Acknowledgments

Authors would like to thank the two referees for their constructive comments.

References