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A B S T R A C T

We propose a class of tests for fitting a parametric model to the nonparametric part in partial linear regression models in the presence of Berkson measurement errors in the covariates. The proposed tests are based on certain minimized $L_2$ distances between a semi-parametric regression function estimator and the parametric regression model being fitted. We establish asymptotic normality of the proposed test statistics and that of the corresponding minimum distance estimators under the fitted model. The consistency of the tests and their asymptotic power against certain local alternatives are also investigated. Simulation and comparison studies are included to evaluate the finite sample performance of the proposed tests.
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1. Introduction

Let $p$, $q$ be known positive integers. Consider the partial linear regression model

$$Y = \beta'X + \nu(T) + \varepsilon, \quad X = Z + \xi, \quad T = S + \eta,$$

where $Y$ is a scalar response, $X$ and $T$ are, respectively, $p \times 1$ and $q \times 1$ unobservable covariates, $\beta$ is a $p$-dimensional unknown regression parameter vector, and $\nu$ is an unknown real valued function of the $q$-variables $T$ with $\nu(T)$ having finite expectation. The observable surrogates $Z$ and $S$ relate to $X$ and $T$ in an additive way with Berkson measurement errors $\xi$ and $\eta$, respectively. The random errors $\varepsilon$, $\xi$ and $\eta$ are assumed to be mutually independent having zero means and finite variances, and are independent of $Z$, $S$. For the sake of the model identifiability, we also assume that the distribution of $\eta$ is known. As one of the two error structures in measurement error model literature, Berkson measurement modeling is commonly used in health, agriculture and bioassay studies. A typical example is given in Rudemo et al. (1989) where a bioassay experiment with plants is considered. For each of eight herbicides combinations, six nonzero doses were applied to the plant and the dry weight of five plants grown in the same pot was measured. The predictor of interest is the amount of the herbicide absorbed by the plants which is not observable. Instead, the nominal concentration of herbicide applied to the plants was available, and the authors assumed that the true amount was linearly related to the nominal amount, resulting in Berkson measurement error modeling. As an illustrative example, a partial linear regression model with Berkson measurement error is investigated by Wang (2004), where he developed a minimum distance estimation procedure.
Extensive studies on the classical partial linear regression models, that is, when \( \xi \equiv 0 \) and \( \eta \equiv 0 \), or their variants, have been conducted in the past several decades. Engle et al. (1986) were among the first to consider these models when they analyzed the relationship between average daily temperature and electricity usage. Much work has been focused on estimating the unknown regression parameters \( \beta \) and the nonparametric function \( g \). Early important contributions on the estimation theory for this model can be found in Heckman (1986), Rice (1986), Speckman (1988), Robinson (1988), Cuzick (1992), and Mammen and van de Geer (1997) and the references therein. A comprehensive overview of the statistical inference for partially linear regression models can be found in the monograph by Härdle et al. (2000). Estimation theories for the parametric and nonparametric Berkson measurement regression models have been developed, see Wang (2003, 2004) and Schennach (2013) and the references therein.

Here, we are interested in developing lack-of-fit tests for checking the adequacy of a parametric form of the nonparametric component \( \nu \) in the above partial linear regression model (1.1). In the classical regression setup, the lack-of-fit testing problem has been well studied as is evidenced in the monograph of Hart (1997), and the papers of Stute et al. (1998), Stute and Zhu (2002, 2005) and Khmaladze and Kou (2004), and the references therein. Relatively, few works are available for the classical partial linear regression model, and to our best knowledge, there is even less published work available on the model checking procedures in the literature for the above Berkson measurement errors models.

For the classical partial linear regression model, Zhu and Ng (2003) developed a procedure to test the hypothesis \( E(Y|Z = x, T = t) = \beta^T x + \nu(t) \), for some \( \beta \) and \( \nu \). Their test is not distribution free, and a variant of wild bootstrap approximation is used to implement their method. Liang (2006) developed two tests based on a residual-marked empirical process and a linear mixed effect framework to check the linearity of the nonparametric component. Again, bootstrap approximation is used to implement the procedure due to the complexity of the asymptotic distribution of the test statistic. Koul and Song (2010) developed a lack of fit test for the nonparametric component in the partial linear regression model (1.1). Their test is based on the supremum of a martingale transform of a certain partial sum process of calibrated residuals. Although the test is superior to some existing counterparts, it is only applicable when the covariate \( T \) in the nonparametric part is one-dimensional. In this paper, we remove this unpleasant restriction by basing tests on a class of minimum distance (MD) statistics, inspired by the work of Koul and Ni (2004).

A direct extension of Koul and Ni (2004) testing procedures would consider a transformed regression model based on \( E(Y|Z, S) = Z^T \beta + E[\nu(T)|S] \). In this case a nonparametric kernel estimator of \( E(Y|Z, S) \) is needed to construct the test statistics. Most often \( T \) has lower dimension than \( X \), thus the augmented predictors \( Z, S \) would have a higher dimension. Consequently, we would be dealing with a kernel regression estimator with possibly higher dimensional predictors, and will inevitably fall into the “curse of dimensionality” trap. Also, by doing this, we totally neglect the pre-assumed linear dependence between \( Y \) and \( X \), thus artificially making the problem much more complicated. The methodology proposed in this paper allows us to construct a test statistic based only on a regression model with \( S \) as the only predictor vector.

The paper is organized as follows. The MD estimators of the unknown parameters under the null hypothesis, and the MD testing procedures are described in Section 2. Technical assumptions and the main results, including the consistency and asymptotic normality of the MD estimators and the asymptotic distribution of the test statistics, together with the consistency and local power discussion, are also described in Section 2. Section 3 contains extensive simulation studies in order to evaluate the finite sample performance of the proposed estimation and testing procedure. All the proofs are deferred to Section 4.

2. Main results

In this section we shall describe assumptions, the class of testing procedure, and the main results. Accordingly, let \( \Theta \) be a compact subset of \( \mathbb{R}^k \) for some integer \( k \geq 1 \), \( m(\cdot; \theta) \), \( \theta \in \Theta \), be a known family of parametric functions, \( I \) be a compact subset of \( \mathbb{R}^q \), and consider the problem of testing

\[
H_0 : \nu(t) = m(t; \theta), \quad \text{for some } \theta \in \Theta, \quad \text{versus} \quad H_0 : H_0 \text{ is not true.}
\]

For any r.v. \( U \), let \( f_\xi \) denote its Lebesgue density. Let \( \sigma^2 = \text{Var}(\xi), \Sigma_\xi = \text{Cov}(\xi) \), the covariance matrix of \( \xi \), and let \( \mu(s) = E[\nu(T)|S = s] \).

The above testing problem is relatively simple when \( Z \) and \( S \) are independent. In this case \( E(Y|S) = \gamma + \mu(S) \), where \( \gamma = (EZ) \beta \). Consider \( \gamma + \mu(S) \) as the regression function in Koul and Ni (2004). Then under some regularity conditions, their tests can be directly applied to test for the above \( H_0 \). A significant feature in this scenario is that we do not have to estimate \( \beta \) itself, and only the estimate of the scalar \( \gamma \) is needed. Because of the high similarity to Koul and Ni (2004)’s model, we will only state some key theoretical results for this case in Section 2.5 for the sake of completeness, without any proofs. From now on, unless mentioned otherwise, we shall assume that \( Z \) and \( S \) are dependent. Therefore, \( E(Z|S = s) \) is a non-constant function of \( s \).

Let \( \beta_0 \) denote the true value of the parameter \( \beta \). Then (1.1), together with the mutual independence assumption of \( \varepsilon, \xi, \) \( \eta \), and \( (Z, S) \), imply

\[
E[Y - \beta_0 Z|S = s] = E[\varepsilon + \beta_0 \xi + \nu(T)|S = s] = E[\nu(T)|S = s] = \mu(s).
\]

This leads to the calibrated partial linear regression model,

\[
Y - \beta_0 Z = \mu(S) + \varepsilon, \quad \text{(2.1)}
\]
with $Y - \beta'_0 Z$ as a pseudo-response, $e = \varepsilon + \beta'_0 S + \nu(T) - \mu(S)$, and $E(e|S) = 0$, a.s., so that $e$ is uncorrelated with $S$. Moreover, the conditional variance of $e$, given $S$, is

$$r^2(s) = E(e^2|S = s) = \sigma^2 + \rho'_0 \Sigma \rho_0 + \text{Var}(\nu(T)|S = s).$$

(2.2)

The idea of taking $Y - \beta'_0 Z$ as a pseudo-response is commonly adopted when estimating $\nu$.

Let $\mu(s; \theta) = E(m(T; \theta)|S = s) = \int m(s + v; \gamma) f_\theta(v) dv$. From (2.1), it follows that testing for $H_0$ vs. $H_a$ amounts to testing for

$$H_0 : \mu(s) = \mu(s; \theta), \text{ for some } \theta \in \Theta, \text{ and for all } t \in I, \text{ versus } H_a : H_0 \text{ is not true.}$$

As described in Kouland Song (2010), the two hypotheses $H_0$ and $H_a$ are not equivalent in general. The null hypothesis $H_0$ clearly implies $H_0$, but the converse may not be true, since, for any two functions $m_1$ and $m_2$. $\int m_1(s + v; \gamma) f_\theta(v) dv = \int m_2(s + v; \gamma) f_\theta(v) dv$ need not imply $m_1 = m_2$. But if the location family of densities $\{f_\theta(\cdot - s) : s \in \mathbb{R}^q\}$ is complete, then $m_1 = m_2$ holds almost everywhere, and hence $H_0$ implies $H_a$ almost everywhere.

To introduce the MD procedures, let $K$ be a $q$-dimensional symmetric kernel density function around 0 and $h$, $w$ be two bandwidths depending on the sample size. Let $\theta = (\beta', \gamma)'$, $\theta_0 = (\beta'_0, \gamma_0)'$ denote the true value of $\theta$ under $H_0$, and for a general bandwidth $h$, define $K_h(s) = K(\cdot/h)/h^q$. Let $G$ be a $\sigma$-finite measure supported on $I$ and having a continuous Lebesgue density function $g$. Define, analogous to the definition given in Kouland Ni (2004),

$$\hat{f}_w(s) = \frac{1}{n} \sum_{i=1}^{n} K_w(s - S_i), \quad w = w_n \sim (\log(n)/n)^{1/(q+\delta)},$$

(2.3)

$$M_n(\theta) = \int \left[ \frac{1}{n f_\theta(s)} \sum_{i=1}^{n} K_h(s - S_i) [Y_i - Z_i' \beta - \mu(S_i; \theta)] \right]^2 dG(s),$$

$$\hat{\theta}_n = (\hat{\beta}'_n, \hat{\gamma}_n) = \text{argmin}_{\theta \in \Theta} M_n(\theta).$$

Note that under $H_0$, the $i$th summand inside the squared integrand of $M_n(\theta_0)$ is conditionally centered, given $S_i$, for each $i = 1, \ldots, n$. The proposed class of tests, one for each $G$, is to be based on $M_n(\hat{\theta}_n)$. The needed assumptions for obtaining asymptotic distributions of $\hat{\theta}_n$ and $M_n(\hat{\theta}_n)$ are given in the next subsection.

### 2.1. Assumptions

Some technical assumptions needed for deriving the consistency and asymptotic normality of the proposed minimum distance tests and estimators are stated in this section. Let $Z(s) = E(Z|S = s)$ and $f$ denote the Lebesgue density of $S$.

About the random errors, the design variables, and the weighting measure $G$, we assume the following:

(z). The function $Z(s)$ is continuous in $s$ and the matrix $Z = \int Z(s)Z'(s) dG(s)$ is positive definite.

(I1). Density function $f$ is uniformly continuous and bounded away from zero on $I$.

(I2). Density function $f$ is twice continuously differentiable on $I$.

(g). The integrating measure $G$ has a continuous Lebesgue density $g$.

About the kernel function $K$, we assume the following:

(k). The kernel function $K$ is positive symmetric square integrable density on $[-1, 1]^q$ and satisfies a Lipschitz condition.

About the parametric family of functions to be fitted for the nonparametric component in (1.1) we shall assume the following:

(m1). The nonparametric component $\mu(s)$ satisfies $\int \mu^2(s) dG(s) < \infty$, and almost surely, $\text{Var}(\nu(T)|S = s)$ is a continuous function of $s$ on $I$ w.r.t. $G$.

(m2). $E(\mu^{2+\delta}(s)) < \infty$, for some $\delta > 0$.

(m3). $E(\mu(s)) < \infty$.

(m4). For each $\theta$, $\mu(s; \theta)$ is a.s. continuous in $s$ w.r.t. the weighting measure $G$.

(m5). The parametric family $\{H(s; \theta) = Z'(s) \beta - \mu(s; \theta) : \beta \in \mathbb{R}^p, \theta \in \Theta\}$ is identifiable w.r.t. $\theta$ and $\beta$, i.e., if $H(s; \theta_1) = H(s; \theta_2)$ holds almost everywhere in $(s)$ w.r.t. $G$, then $\beta_1 = \beta_2$ and $\theta_1 = \theta_2$.

(m6). For some positive continuous function $l$ on $I$ and for some $\alpha > 0$,

$$|\mu(s; \theta_1) - \mu(s; \theta_2)| \leq \|\theta_1 - \theta_2\|^\alpha l(s), \quad \forall \theta_1, \theta_2 \in \Theta, \quad s \in I.$$

(m7). For every $s$, $\mu(s; \theta)$ is differentiable in $\theta$ with the vector of derivatives $\mu'(s; \theta)$ satisfying the following. For any consistent estimator of $\theta_n$ of $\theta_0$,

(a) $\max_{1 \leq |s| \leq n} \frac{\mu(S_i; \hat{\theta}_n) - \mu(S_i; \theta_0) - (\hat{\theta}_n - \theta_0)' \mu'(S_i; \theta_0)}{\|\hat{\theta}_n - \theta_0\|} = o_p(1),$

(b) $\max_{1 \leq |s| \leq n} \frac{\mu'(S_i; \hat{\theta}_n) - \mu'(S_i; \theta_0)}{\|\hat{\theta}_n - \theta_0\|} = o_p(1).$

(m8). Define $Q(s) = \int \hat{\mu}(t; \theta_0) Z'(t) dG(t) Z^{-1}(s)$. Then in a neighborhood of $\theta_0$, $\hat{\mu}(s; \theta)$ and $Z(s)$ are linearly independent, and $\int \hat{\mu}(s; \theta_0)(Q(s) - \mu(s; \theta_0)) dG(s)$ is nonsingular.
About the bandwidth, we assume that

\( h \to 0, \quad nh^{2q} \to \infty \) as \( n \to \infty \).

\( h \sim n^{-a}, \) where \( a < \min \{1/2q, 4/q + 4 \} \).

Condition (z) is needed to guarantee the uniqueness of the MD estimate for \( \beta \) in the linear term, and it also implies that \( E(Z|S = s) \) is a nonconstant function of \( s \). Conditions (m1), (f1), (k), (m4)–(m6), and (h1) are required for the consistency of \( \hat{\theta}_n \), but to obtain asymptotic normality for \( \hat{\theta}_n \), we also need (m2), (f2), (h2), and (m7). To derive the desired asymptotic distribution for the test statistic, we need all the conditions stated above except for (m2). If \( Z \) and \( S \) are independent, then condition (z) reduces to \( E(ZZ^\prime) \) being nonsingular, and the identifiability condition (m5) becomes (m5′). The parametric family \( \{H(s; \theta) = \gamma – \mu(s; \theta) : \gamma \in \mathbb{R}, \theta \in \Theta \} \) is identifiable w.r.t. \( \theta = (\gamma, \theta) \), i.e., if \( H(s; \theta_1) = H(s; \theta_2) \) holds almost surely in (s) w.r.t. \( G \), then \( \gamma_1 = \gamma_2 \) and \( \theta_1 = \theta_2 \).

Condition (m8) in fact partly overlaps with the identifiability condition (m5). To see this, let us assume \( p = q = k = 1 \) temporary. If there exists a function \( a(\theta) \neq 0 \) such that \( \hat{\mu}(s, \theta) = a(\theta)Z(s) \), then we can find \( \theta_1, \theta_2 \) from the neighborhood of \( \theta_0 \), such that \( \theta_1 \neq \theta_2 \), and \( \mu(s, \theta_1) = \mu(s, \theta_1) = \int_{dG} a(\theta)d\theta \cdot Z(s) \). Let \( \beta_2 = \int_{dG} a(\theta)d\theta \), and \( \beta_1 = 0 \), then \( \mu(s, \theta_2) = \beta_2Z(s) = \mu(s, \theta_1) = \beta_1Z(s) \), which contradicts (m5). The requirement of the integral in (m8) not being singular is needed to guarantee the nonsingularity of certain matrix which will be specified later, but the appropriateness of such seemingly strange condition could be justified by noting that \( Q(s) \) is a linear combination of \( Z(s) \). A statistical model satisfying all of the above conditions can be found in Section 3.

2.2. Consistency and asymptotic distribution of MD estimators

This section states the consistency of \( \hat{\theta}_n \). The method of proof here is similar to that of Koul and Ni (2004). A typical application of Lindeberg–Feller central limit theorem shows the asymptotic normality of \( \hat{\theta}_n \).

The proof of the consistency of \( \hat{\theta}_n \) is facilitated by first proving the consistency of \( \theta_n^* \) defined as follows. Let

\[
M_n^*(\theta) = \int \left[ \frac{1}{\eta_{fw}(s)} \sum_{i=1}^{n} K_h(s – S_i)(Y_i – Z_i^\prime \beta) – \mu(s; \theta) \right]^2 dG(s),
\]

\[
\theta_n^* = (\beta_n^*, \gamma_n^*) = \text{argmin}_{(\beta, \gamma) \in \mathbb{R}^p \times \Theta} M_n^*(\theta).
\]

For the sake of brevity, let \( K_h(s) = K_h(s – S_i) \).

\[
Z_n(s) = \frac{\sum_{i=1}^{n} K_h(s)Z_i}{\eta_{fw}(s)}, \quad Y_n(s) = \frac{\sum_{i=1}^{n} K_h(s)Y_i}{\eta_{fw}(s)}, \quad \mu_n(s; \theta) = \frac{\sum_{i=1}^{n} K_h(s)\mu(S_i; \theta)}{\eta_{fw}(s)}.
\]

We shall use the profile MD procedure to derive the MD estimates for \( \theta \). Since \( \mu(s; \theta) \) is differentiable w.r.t. \( \theta \), \( \theta_n^* \) satisfies

\[
\partial M_n^*(\theta)/\partial \theta \bigg|_{\theta = \theta_n^*} = 0, \quad i.e.,
\]

\[
\int \left[ Y_n(s) – Z_n^\prime(s)\beta_n^* – \mu(s; \theta_n^*) \right] \cdot Z_n(s)dG(s) = 0,
\]

\[
\int \left[ Y_n(s) – Z_n^\prime(s)\beta_n^* – \mu(s; \theta_n^*) \right] \cdot \hat{\mu}(s; \theta_n^*)dG(s) = 0.
\]

Here, and in the sequel, the integration is understood to be over \( I \). By condition (z), when \( n \) is large enough, the matrix \( Z_n := \int Z_n(s)Z_n(s)dG(s) \) is positive definite in probability. Then from the above equations, for sufficiently large \( n \), we obtain

\[
\beta_n^*(\theta_n^*) = Z_n^{-1} \int \left[ Y_n(s) – \mu(s; \theta_n^*) \right] Z_n(s)dG(s),
\]

\[
\hat{\mu}(\theta_n^*) = Z_n^{-1} \int \left[ Y_n(s) – \mu(s; \theta_n^*) \right] \hat{\mu}(s; \theta_n^*)dG(s).
\]

Now verify that \( \theta_n^* \) is a minimizer of

\[
T_n^*(\theta) = \int \left[ \frac{1}{\eta_{fw}(s)} \sum_{i=1}^{n} K_h(s – S_i)[Y_i – Z_i^\prime(\theta)] – \mu(s; \theta) \right]^2 dG(s),
\]

with \( \beta_n^*(\theta) = Z_n^{-1} \int \left[ Y_n(s) – \mu(s; \theta) \right] Z_n(s)dG(s) \). Similarly, \( \hat{\theta}_n = (\hat{\beta}_n, \hat{\gamma}_n) \) is the solution of the following two sets of equations.

\[
\hat{\beta}_n(\hat{\theta}_n) = Z_n^{-1} \int \left[ Y_n(s) – \mu_n(s; \hat{\theta}_n) \right] Z_n(s)dG(s),
\]

\[
\hat{\mu}_n(\hat{\theta}_n) = Z_n^{-1} \int \left[ Y_n(s) – \mu_n(s; \hat{\theta}_n) \right] \hat{\mu}_n(s; \hat{\theta}_n)dG(s).
\]
and one can also verify that $\hat{\theta}_n$ is a minimizer of

$$T_n(\theta) = \int \left[ \frac{1}{n\widehat{f}_n(s)} \sum_{i=1}^n K_h(s - S_i)[Y_i - Z_i' \hat{\beta}_n(\theta) - \mu(S_i; \theta)] \right]^2 dG(s)$$

(2.8)

with $\hat{\beta}_n(\theta) = \frac{Z_n^{-1}}{n} \int [Y_n(s) - \mu_n(s; \theta)]Z_n(s)dG(s)$.

The following theorem states the consistency of the MD estimators $\theta^*_n$ and $\hat{\theta}_n$ under the null hypothesis.

**Theorem 2.1.** Under $H_0$, (z), (f1), (k), (m1), (m4)–(m6), (h1), $\theta^*_n \to_p \theta_0$ and $\hat{\theta}_n \to_p \theta_0$, i.e., both $\theta^*_n$ and $\hat{\theta}_n$ are consistent estimators of $\theta_0$.

To state the asymptotic normality of the MD estimators, the following entities are needed, where $f^{-1} = 1/f$.

$$Q(s) = \int \hat{\mu}(s; \theta_0)Z(s)dG(s) \cdot Z^{-1}(s),$$

$$\Sigma = \int \tau^2(s)[\hat{\mu}(s; \theta_0) - Q(s)][\hat{\mu}(s; \theta_0) - Q(s)]g^2(s)f^{-1}(s)ds,$$

$$\Sigma_1 = \int \hat{\mu}(s; \theta_0)Q'(s)dG(s), \quad \Sigma_2 = \int \hat{\mu}(s; \theta_0)\hat{\mu}'(s; \theta_0)dG(s),$$

$$M(s) = Z^{-1}[Z(s) - \int Z(s)\hat{\mu}'(s; \theta_0)dG(s) \cdot (\Sigma_2 - \Sigma_1)^{-1}(\hat{\mu}(s; \theta_0) + Q(s))][f(s),$$

$$\Sigma_3 = \int \tau^2(s)M(s)M'(s)g^2(s)f^{-1}(s)ds,$$

where $\tau^2(s)$ is as in (2.2). By assumption (m8), both $\Sigma$ and $\Sigma_2 - \Sigma_1$ are positive definite. The asymptotic normality of the MD estimators is summarized in the following theorem.

**Theorem 2.2.** Under $H_0$, (z), (f1), (f2), (g), (k), (m1), (m2), (m4)–(m8), and (h2),

$$\sqrt{n}(\hat{\theta}_n - \theta_0) \to_D N(0, (\Sigma_2 - \Sigma_1)^{-1}\Sigma(\Sigma_2 - \Sigma_1)^{-1}), \quad \sqrt{n}(\hat{\theta}_n - \beta_0) \to_D N(0, \Sigma_3).$$

### 2.3. Asymptotic distribution of $M_n(\hat{\theta}_n)$

The minimum distance test statistic for $H_0$ will be built upon $M_n(\hat{\theta}_n)$ defined in (2.3). In this section we describe the asymptotic normality of this statistic more precisely.

Let $e_i = Y_i - Z_i' \beta_0 - \mu(S_i; \theta_0)$, $\hat{e}_i = Y_i - Z_i' \hat{\beta}_n - \mu(S_i; \hat{\theta}_n)$, and

$$d\phi(s) = dG(s)/f^2(s), \quad d\hat{\phi}_w(s) = dG(s)/\hat{f}_w^2(s),$$

(2.10)

$$\tilde{M}_n(\theta_0) = \int \left[ \frac{1}{n} \sum_{i=1}^n K_h(s - S_i)e_i \right]^2 d\phi(s),$$

$$\tilde{C}_n = n^{-2} \sum_{i=1}^n \int K_h^2(s - S_i)e_i^2 d\phi(s), \quad \hat{C}_n = n^{-2} \sum_{i=1}^n \int K_h^2(s - S_i)e_i^2 d\hat{\phi}_w(s),$$

$$\tilde{I}_n = 2h^q n^{-2} \sum_{i \neq j} \left( \int K_h(s - S_i)K_h(s - S_j)e_ie_j d\phi(s) \right)^2,$$

$$\hat{I}_n = 2h^q n^{-2} \sum_{i \neq j} \left( \int K_h(s - S_i)K_h(s - S_j)e_ie_j d\hat{\phi}_w(s) \right)^2,$$

$$\Gamma_n = 2h^q(n - 1)n^{-1} \iint [E K_h(x - S)K_h(y - S)]^2 d\phi(x) d\phi(y),$$

$$\Gamma' = 2 \int \tau^4(s)g(s)d\phi(s) \cdot \int \left[ \int K(u)K(u + v)du \right]^2 dv.$$

Let $T_n(\hat{\theta}_n) = nh^{q/2} \tilde{I}_n^{-1/2}(M_n(\hat{\theta}_n) - \tilde{C}_n)$. Then we have the following theorem.

**Theorem 2.3.** Suppose (z), (f1), (f2), (g), (k), (m1), (m3), (m4)–(m8), (h2), and $H_0$ hold. Then $T_n(\hat{\theta}_n) \to_D N(0, 1)$.

This theorem readily implies that the test that reject $H_0$ whenever $|T_n(\hat{\theta}_n)| \geq z_{\alpha/2}$ is of the asymptotic size $\alpha$, where $z_{\alpha}$ is the 100$(1 - \alpha)$% percentile of the standard normal distribution.
2.4. Consistency and local power of the MD test

A basic requirement for any test procedure is the consistency, i.e., the power of the test at a fixed alternative should tend to 1 as the sample size tends to infinity. This indeed is the case for the proposed tests, under suitable conditions. Let \( \ell(t) \) be a measurable function such that \( \ell(t) \not\in \{ m(\cdot; \vartheta) : \vartheta \in \Theta \} \) and \( E\ell^2(T) < \infty \). Consider the alternative hypothesis \( H_a : \nu(t) = \ell(t), \ t \in I \). Still denote \( \mu(s) = E(\ell(T) | S = s) \). We proved that under \( H_a \), the estimator \( \hat{\vartheta} \) is \( \sqrt{n} \)-consistent for the true parameter \( \vartheta \) and possesses the asymptotic normality. We now need this estimator to have similar properties under \( H_a \). Under some regularity conditions, Jennrich (1969) and White (1981, 1982) showed that the nonlinear least squares estimator in classical regression models converges in probability and is asymptotically normal even in the presence of model misspecification. Let \( \beta, \vartheta \) denote minimizers of \( \int [E_{h_n}(Y | S = s) - \beta^T E(Z | S = s) - \mu(s ; \vartheta)]^2 g(s) \) with respect to \( \beta, \vartheta \), respectively, under \( H_a \). After a slight modification of the regularity conditions, similar to the proof of consistency and asymptotic normality of the minimum distance estimators under the null hypothesis, we can show that the MD estimators defined by (2.3) satisfy \( \sqrt{n}(\hat{\beta}_n - \beta_0) = O_p(1) \) and \( \sqrt{n}(\hat{\vartheta}_n - \vartheta_0) = O_p(1) \), under \( H_a \). However, we will not justify this claim rigorously here.

**Theorem 2.4.** Suppose all the conditions in Theorem 2.3 hold with \( \vartheta_0 \) replaced by \( \vartheta_a \). If \( \int [\ell'(s)(\beta_0 - \beta_a) + (\mu(s) - \mu(s ; \vartheta_0))]^2 g(s) \neq 0 \), then the above test based on \( T_n(\hat{\vartheta}_n) \) is consistent for \( H_a \).

In real applications, it is often desirable to investigate how sensitive the test is to local alternatives. For this purpose, let \( \delta(\cdot) \) be a measurable function such that \( \delta(\cdot) \not\in \{ m(\cdot ; \vartheta) : \vartheta \in \Theta \} \). Consider the local alternatives

\[
H_{loc} : \nu(t) = m(t; \vartheta_0) + a_n \delta(t), \quad t \in I.
\]

Let \( L(s) = E[\delta(T) | S = s] \). We shall assume that under \( H_{loc} \), \( \sqrt{n}(\hat{\beta}_n - \beta_0) = O_p(1) \), and \( \sqrt{n}(\hat{\vartheta}_n - \vartheta_0) = O_p(1) \). The following theorem states that the proposed test has nontrivial asymptotic power against a sequence of local alternatives which approaches to the null hypothesis at the rate of \( 1/\sqrt{n\bar{h}^{1/2}} \).

**Theorem 2.5.** Under the same conditions as in Theorem 2.3 and local alternative hypothesis \( H_{loc} \) with \( a_n = 1/\sqrt{n\bar{h}^{1/2}} \), \( T_n(\hat{\vartheta}_n) \) converges in distribution to \( N \left( \Gamma^{-1/2} \int L^2(s)g(s), 1 \right) \).

**Optimal \( G \):** From the above theorem, we conclude that the asymptotic power of the asymptotic level \( \alpha \) test is

\[
1 - \Phi \left( z_{\alpha/2} - \Gamma^{-1/2} \int L^2(s)g(s)ds \right) + \Phi \left( -z_{\alpha/2} - \Gamma^{-1/2} \int L^2(s)g(s)ds \right).
\]

An optimal \( G \) would maximize this power. Since this power is an increasing function of \( \Psi(g) = \Gamma^{-1/2} \int L^2(s)g(s)ds \), the function \( g \) that will maximize the power is the one that maximizes \( \Psi(g) \). Let \( c := 2 \int \int K(u)K(u + v)du \) by the Cauchy–Schwarz inequality,

\[
\Psi(g) = \frac{\int L^2(s)g(s)ds}{\sqrt{c \int \tau^4(s)g^2(s)/f^2(s)ds}} \leq c^{-1/2} \left( \int \frac{L^4(s)f^2(s)}{\tau^4(s)ds} \right)^{1/2},
\]

with equality holding, if and only if, \( g(s) \propto L^2(s)f^2(s)/\tau^4(s) \), for all \( s \). Since \( \Psi(\tau g) = \Psi(g) \) for all \( a > 0 \), we may take the optimal weight function \( g \) to be \( g(s) = L^2(s)f^2(s)/\tau^4(s) \). Clearly this \( g \) is unknown because of \( f, \beta_0, \vartheta_0 \), but one can estimate it by \( g_n(s) \), the analogue of \( g(s) \) where these unknown parameters and function are replaced by their estimators.

2.5. Asymptotic results for independent \( Z \) and \( S \)

As mentioned in Introduction, when both \( Z \) and \( S \) are independent, \( E(Y | Z, S) = Z'\beta + E(\nu(T) | S) \). This relatively simple structure of the regression function avoids the need to estimate \( \beta \) and enables us to directly adopt the methodology developed in Koul and Ni (2004) to test the null hypothesis. Let \( (\hat{\gamma}_n, \hat{\vartheta}_n) = \arg\min_{\gamma, \vartheta} E_{\hat{\theta}_n}[M_n(\vartheta)], \) where

\[
M_n(\vartheta) = \left[ \frac{1}{n} \sum_{i=1}^{n} K_n(s - S_i)[Y_i - \gamma - \mu(S_i ; \vartheta)] \right]^2 d\hat{\vartheta}_n(s).
\]

The asymptotic normality of \( (\hat{\gamma}_n, \hat{\vartheta}_n) \) is summarized in the following theorem.
Theorem 2.6. Under $H_0$, if (f1), (f2), (g), (k), (m1), (m2), (m4), (m5)', (m6), (m7), and (h2) hold, then
\[
\sqrt{n}(\hat{\gamma}_n - \gamma_0, (\hat{\theta}_n - \theta_0)') \rightarrow_d N(0, \Sigma_0^{-1} \Sigma_0^{-1}),
\]
where
\[
\Sigma_0 = \int \left[ \begin{array}{c} \mu'(s; \theta_0) \\ \mu'(s; \theta_0) \end{array} \right] dG(s),
\]
\[
\Sigma = \int \left[ \begin{array}{c} \mu(s; \theta_0) \\ \mu(s; \theta_0) \end{array} \right] \mu'(s; \theta_0) \sigma^2(s) g^2(s) ds,
\]
and $\sigma^2(s) = E(Y - \gamma_0 - \mu(S; \theta_0)^2 | S = s)$.

Let $\tilde{e}_i = Y_i - \hat{\gamma}_0 - \mu(S_i; \hat{\theta}_n)$. Let $\tilde{C}_n$, $\tilde{I}_n$ denote the $\tilde{C}_n$, $\tilde{I}_n$ defined in (2.10) after replacing $\hat{e}_i$ there by $\tilde{e}_i$. Then we have the following theorem.

Theorem 2.7. Suppose (f1), (f2), (g), (k), (m1), (m3), (m4), (m5)', (m6), (m7), (h2), and $H_0$ hold. Then $T_n(\hat{\theta}_n) = nh^{3/2} \tilde{I}_n^{-1/2} \{M_n(\theta_n) - \tilde{C}_n\} \rightarrow_d N(0, 1)$.

3. Numerical studies

Extensive simulation studies are conducted in this section to evaluate the finite sample performance of some members of the proposed class of tests. $Z$ and $S$ are assumed to be dependent in the first simulation. In the second simulation, optimal weight discussed in Section 2.4 and non-optimal weight on the performance of the proposed test are compared for some of the proposed class of tests.

Simulation 1: The data are generated from the following four models:

M0: $Y = X_1 + X_2 + T_1 + 2(T_2 + 0.5)^2 + e$,
M1: $Y = X_1 + X_2 + T_1 + 2(T_2 + 0.5)^2 + 2 \sin(T_1) + 2 \sin((T_2 + 0.5)^2) + e$,
M2: $Y = X_1 + X_2 + T_1 + 2(T_2 + 0.5)^2 + 2(T_1 - 0.5)(T_2 + 0.5)^2 + e$,
M3: $Y = X_1 + X_2 + T_1(T_2 + 0.5)^2(T_2 > -0.3) + e$.

The unobserved $X_1, X_2, T_1, T_2$ and their surrogates are generated from the Berkson measurement error model $X_1 = Z_1 + \xi_1, X_2 = Z_2 + \xi_2, T_1 = S_1 + \eta_1, T_2 = S_2 + \eta_2,$ and

\[
\begin{bmatrix} U_1 \\ U_2 \end{bmatrix} \sim N\left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \right), \quad \begin{bmatrix} \xi_1 \\ \xi_2 \end{bmatrix} \sim N\left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 0.25 & 0 \\ 0 & 0.25 \end{bmatrix} \right), \quad \begin{bmatrix} \eta_1 \\ \eta_2 \end{bmatrix} \sim N\left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 0.25 & 0 \\ 0 & 0.25 \end{bmatrix} \right).
\]

and $[Z_1, Z_2]' = [0.5S_1 + U_1, 0.5S_2 + U_2]'$. The random error $e$ is generated from the standard normal distribution. The compact set $J$ is chosen to be $[-3, 3] \times [-3, 3]$, which covers the majority values of $(S_1, S_2)$, and $G$ is chosen to be the uniform distribution function over $J$. We can check that all the assumptions stated in Section 2.1 hold for this model. All integrals are evaluated by Riemann sum with 200 equally spaced subintervals in each direction. The nominal level is taken to be 0.05. For each sample size, the simulation is repeated 200 times, and the empirical sizes and powers in each scenario are calculated by $\#\{ |T_n^\ast | \geq z_{0.975} \}/200$.

The data from the model M0 are used to study the empirical level, while the data from models M1 to M3 are used to study the empirical power of the test. Note that the theory of the present paper is not applicable to Model M3, which is included here to see the effect of the discontinuity in the regression function on the power of the proposed test. Under the null hypothesis, $\nu(t) = t + 2(t_2 + 0.5)^2$, and $\beta_0 = (1, 1)'$, $\theta_0 = (1.2)'$, $p = q = 2$. The bivariate Epanechnikov kernel $K(u)K(v)$ with $K(u) = 3(1 - u^2)^2(|u| \leq 1)/4$ is used for smoothing, and the bandwidth $h$ is chosen to be $h = an^{-1/4.5}$ for $a = 0.5, 0.8$. The main purpose of choosing various $a$ is to check the sensitivity of the proposed MD test to different smoothness. The bandwidth $w$ is chosen to be $\log(n)/\eta^{1/6}$.

Table 1 reports the finite sample levels and powers of the proposed MD test. The empirical levels appear slightly unstable, and for all the chosen alternatives, the power approaches unity as the sample size increases. From the simulation, we see that the values of $a$ do have an effect on the finite sample performance of the proposed tests, and larger values of $a$, such as 0.8, 1, may be preferable.

Table 2 reports the means and mean square errors (MSE) of the MD estimates according to the values of $a$. The results are very promising. All means are very close to the true values, and as expected, the MSE’s decrease with increasing sample size. Moreover, the choice of $a$ does not affect the bias of these estimates, especially for the samples sizes of 200 and larger.
Simulation 2: In this simulation study, we investigate the performance of the proposed test when optimal weights defined in Section 2.4 are used for testing the local models. To be specific, the following models are used to generate the data:

\[ M_0: Y = X_1 + X_2 + T_1 + 2(T_2 + 0.5)^2 + e, \]
\[ M_1: Y = X_1 + X_2 + T_1 + 2(T_2 + 0.5)^2 + 2d(\sin(T_1) + \sin(T_2 + 0.5))/\sqrt{nh} + e, \]
\[ M_2: Y = X_1 + X_2 + T_1 + 2(T_2 + 0.5)^2 + 2d(T_2 + 0.5)^2/\sqrt{nh} + e, \]

where \( d \) is a positive number which will be specified later. Here the null hypothesis is \( H_0: \nu(t) = \gamma_1t_1 + \gamma_2(t_2 + 0.5)^2 \). The distributional setup is the same as in the first simulation except for now we generate \( (Z_1, Z_2) \) from a bivariate standard normal distribution, which is independent of \( (S_1, S_2) \). Data form model M0 were used to study the empirical levels, while the data from M1 and M2 were used to study the empirical powers of the tests. It is easy to see that for M1, \( \delta(T) = 2d(T_1 - 0.5)(T_2 + 0.5)^2 \), so \( L(s) = E(\delta(T)|S_1 = s_1, S_2 = s_2) = 2d(s_1 - 0.5)(s_2 + 0.75) \). For M2, \( \delta(T) = 2d(\sin(T_1) + \sin(T_2 + 0.5)) \), and \( L(s) = E(\delta(T)|S_1 = s_1, S_2 = s_2) = 2d[\sin(s_1) + \sin(s_2 + 0.5)]e^{\cos(\eta_1)} \). We can also obtain that \( \tau^2(s) = \sigma_1^2 + \beta_1^2 \Sigma_k \beta_k + 4\beta_1^2(\eta_2^2 + \var(\eta_2^2) + \var(\eta_1) + 4(4\Sigma_2^2 + 1)\var(\eta_1)) \). Therefore, a consistent estimate of \( \tau^2(s) \) can be defined as \( \hat{\tau}^2(s) = n^{-1} \sum_{i=1}^n \hat{\epsilon}_i^2 + 4(\hat{\epsilon}_i^2 + n^{-1} \sum_{i=1}^n \hat{\epsilon}_i^2) \). Let \( \hat{f}_w(s) \) be an estimate of the density function of \( (S_1, S_2) \) with bandwidth chosen according to (2.3). Thus the optimal weight functions for M1 and M2 can be defined according to the formula \( g(s) = L^2(s)f_w^2(s)/\hat{\tau}^4(s) \). For the sake of simplicity, in the simulation, the performance of the proposed test with the optimal weight will be compared with the one with weight function \( g(s) = \hat{f}_w^2(s) \). \( d \) is set to be \( 1-10 \), the sample size \( n \) is chosen to be 200. The simulation result is summarized in Table 3 with \( h = a_n^{-1/4.5} \) and \( a = 0.5 \) being selected as the bandwidth.

Other values for \( a \) and \( n \) are also checked in the simulation, and similar patterns are obtained, hence omitted here for brevity. It is seen from Table 3 that the test with optimal weight performs better than the one with non-optimal weight for M1 for all \( d \) values, while the simulation results for M2 are mixed for small \( d \) values. When \( d \) gets larger, however, the test with the optimal weight outperforms the one with non-optimal weight.

Simulation 3: In this simulation study, we compare the proposed test with the MD test constructed in Koul and Ni (2004) (KN), and the test constructed in Koul and Song (2010) (KS). Note that the KN test involves multiple numerical integration with number of folds being equal to the number of covariates from both linear part and nonlinear part in the model, so the computation is very complicated and time consuming. To expedite the simulation process, we consider the following simple
partial linear regression models in which both $X$ and $T$ are one dimensional.

$M_0$: 
\[ Y = X + 2T + \varepsilon, \]

$M_1$: 
\[ Y = X + 2T + T^2 + \varepsilon, \]

$M_2$: 
\[ Y = X + 2T + 2\sin(T) + \varepsilon. \]

In the simulation, $\varepsilon$, $Z$, $S$ are independently generated from $N(0, 1)$, $\xi$ and $\eta$ are independently generated from $N(0, 0.5^2)$. For the proposed method, the kernel function is chosen to be the Epanechnikov kernel $K(u) = \frac{3}{4}(1 - u^2)I(|u| \leq 1)$, $h = 0.5n^{-1/4}$, the compact set $I = [-3, 3]$, and for the KN test, the kernel function is chosen to be $K(u)K(v)$, $h = 0.5n^{-1/4.5}$, the compact set $I = [-3, 3] \times [-3, 3]$. The KS test is based on the supremum of a martingale transformation of a partial sum process of calibrated residuals which is only applicable to the cases where $T$ is one-dimensional.

The simulation result is presented in Table 4. It shows that the KN test is more liberal than the proposed test, while the KS test keeps the nominal level very well except for the case of $n = 500$. It is clear that the proposed test outperforms both KN and KS tests for the selected alternative models and the KS test performs poorly for $M_2$.

Remark. Bandwidth selection for estimation in nonparametric smoothing has been thoroughly discussed in the literature, but how to choose an “optimal” bandwidth in the context of hypothesis testing remains an open question. As evidenced in Simulation 1, the bandwidth $h$ has little effect when estimating the regression coefficients, but does affect the finite sample performance of the tests, so does the choice of $w$. From Section 2.4, we know that the optimal weight function is given by $g(s) = L^2(s)f^2(s)/\tau^4(s)$. Hence, to avoid the complexity of selection of two bandwidths simultaneously, an ad-hoc method is using $f_w(s)$ as the estimate of the density function of $S$ in $g(s)$, as we did in Simulation 2.

4. Proofs of the main results

This section contains the proofs of the results stated in Section 2. The basic ideas of the proofs are similar to those appearing in Koul and Ni (2004) but details are necessarily different and more involved.

The proof of the consistency of the MD estimates is facilitated by the following lemma, which along with its proof appears as Theorem 2.2 part (2) in Bosq (1998).

Lemma 4.1. Let $\hat{f}_w$ be the density kernel estimate with a kernel $K$ satisfying a Lipschitz condition and bandwidth $w = w_n = a_n(\log n/n)^{1/(d+4)}$, where $a_n \to \alpha_0 > 0$. Then under condition (F2),

\[ (\log n)^{-1}(n/\log n)^{2/(d+4)} \sup_{s \in I} |\hat{f}_w(s) - f(s)| \to 0, \quad a.s. \]

for all integers $k > 0$. 

**Fig. 1.** Distributions of MD estimates in model M0 (Simulation 1).
We begin with the proof of the consistency of the MD estimates. 

**Proof of the consistency of \( \hat{\beta}_n^* \):** Let \( Y(s) = E(Y|S = s) \). Recall from Section 2 \( Z(s) = E(Z|S = s) \), \( Z = \int Z(s)Z'(s)dG(s) \), and let 

\[
M^*(\theta) = \int [Y(s) - Z'(s)\beta - \mu(s; \theta)]^2 dG(s), \quad \theta^* = \arg\min_{\theta \in \Theta} M^*(\theta).
\]

By (m5), the unique minimizer of \( M^*(\theta) \) w.r.t. \( \beta \) and \( \theta \) equal to 0 yields 

\[
\frac{\partial M^*(\theta)}{\partial \beta} = \int [Y(s) - Z'(s)\beta - \mu(s; \theta)]Z(s)dG(s) = 0, \tag{4.1}
\]

\[
\frac{\partial M^*(\theta)}{\partial \theta} = \int [Y(s) - Z'(s)\beta - \mu(s; \theta)]\mu(s; \theta)dG(s) = 0. \tag{4.2}
\]

For any fixed \( \theta \), solve (4.1) for \( \beta \) to obtain 

\[
\beta^*(\theta) = Z^{-1}\int [Y(s) - \mu(s; \theta)]Z(s)dG(s). \tag{4.3}
\]

Plugging the solution into (4.2), we obtain 

\[
\int [Y(s) - Z'(s)\beta^*(\theta) - \mu(s; \theta)]\mu(s; \theta)dG(s) = 0. \tag{4.4}
\]

Let \( \tilde{\theta} \) denote the solution of (4.4) and \( \tilde{\beta} = \beta^*(\tilde{\theta}) \). In fact, \( \tilde{\theta} = \arg\min_{\theta \in \Theta} T^*(\theta) \), where \( T^*(\theta) = \int [Y(s) - Z'(s)\beta^*(\theta) - \mu(s; \theta)]^2 dG(s) \). Clearly, under the null hypothesis, the unique minimizer of \( T^*(\theta) \) is \( \tilde{\theta} = \theta_0 \), and \( \tilde{\beta} = \beta_0 \).

To show the consistency of \( \hat{\beta}_n^* \), we shall first show that \( \hat{\theta}_n^* \), as the solution of (2.5) is consistent. Note that \( \hat{\theta}_n^* \) is the minimizer of \( T_n^*(\hat{\theta}_n^*) \), so to show the consistency it suffices to show 

\[
\sup_{\theta \in \Theta} |T_n^*(\theta) - T^*(\theta)| = o_p(1). \tag{4.5}
\]

In fact, (4.5) implies that \( T_n^*(\hat{\theta}_n^*) - T^*(\hat{\theta}_0) = o_p(1) \), \( T_n^*(\theta_0) - T^*(\theta_0) = o_p(1) \). Thus 

\[
T_n^*(\hat{\theta}_n^*) - T_n^*(\theta_0) = T^*(\hat{\theta}_n^*) - T^*(\theta_0) + o_p(1). \tag{4.6}
\]

By the definition of \( \hat{\theta}_n^* \) and \( \theta_0 \), the left-hand side of (4.6) is nonpositive, while the first term on the right-hand side of (4.6) is nonnegative. Hence \( T^*(\hat{\theta}_n^*) - T^*(\theta_0) = o_p(1) \). If \( \hat{\theta}_n^* \) does not converge to \( \theta_0 \) in probability, then by the compactness of \( \Theta \) and \( \hat{\theta}_n \in \Theta \), there must exist a subsequence \( \hat{\theta}_{n_k}^* \) of \( \hat{\theta}_n^* \) such that \( \hat{\theta}_{n_k}^* \rightarrow \theta_1 \) in probability, \( \theta_1 \in \Theta \) and \( \theta_1 \neq \theta_0 \). The continuity of \( T^*(\theta_1) \) implies that \( T^*(\hat{\theta}_{n_k}^*) - T^*(\theta_1) = o_p(1) \), and therefore \( T^*(\theta_1) = T^*(\theta_0) \). This contradicts the uniqueness of the minimizer of \( T^*(\theta) \) over \( \Theta \).
To prove (4.5), note that $T_n^*(\theta) - T^*(\theta)$ can be rewritten as
\[
\int \left( \left[ Y_n(s) - Z_n(s) \beta_n(\theta) - \mu(s; \theta) \right]^2 - \left[ Y(s) - Z(s) \beta(\theta) - \mu(s; \theta) \right]^2 \right) dG(s)
\]
\[
= \int \left\{ [Y_n(s) - Y(s)] - [Z_n(s) \beta_n(\theta) - Z(s) \beta(\theta)] \right\} \cdot \left[ Y_n(s) - Z_n(s) \beta_n(\theta) - \mu(s; \theta) + Y(s) - Z(s) \beta(\theta) - \mu(s; \theta) \right] dG(s).
\]
By the Cauchy–Schwarz inequality, and the inequality $(\sum_{j=1}^m |a_j|^r)^{1/r} \leq m^{1-1/r} \sum_{j=1}^m |a_j|$, for all $r \geq 1$, and all positive integers $m$, $|T_n^*(\theta) - T^*(\theta)| \leq (2A_{1n} + 2A_{2n})^{1/2} (3B_{1n} + 3B_{2n} + 12B_3)^{1/2}$, where
\[
A_{1n} = \int [Y_n(s) - Y(s)]^2 dG(s), \quad A_{2n} = \int [Z_n(s) \beta_n(\theta) - Z(s) \beta(\theta)]^2 dG(s),
\]
\[
B_{1n} = \int [Y_n(s) + Y(s)]^2 dG(s), \quad B_{2n} = \int [Z_n(s) \beta_n(\theta) + Z(s) \beta(\theta)]^2 dG(s),
\]
and $B_3 = \int \mu^2(s; \theta) dG(s)$. Bound $A_{1n}$ above by the sum of the following four terms:
\[
A_{1n1} = \int \left[ n^{-1} \sum_{i=1}^n K_i(s) Y_i - Y(s) f(s) \right]^2 \left| \frac{1}{f_0^2(s)} - \frac{1}{f^2(s)} \right| dG(s),
\]
\[
A_{1n2} = \int \left[ n^{-1} \sum_{i=1}^n K_i(s) Y_i - Y(s) f(s) \right]^2 d\phi(s),
\]
\[
A_{1n3} = \int \left[ (\hat{f}_w(s) - f(s)) Y(s) \right]^2 \left| \frac{1}{f_w^2(s)} - \frac{1}{f^2(s)} \right| dG(s),
\]
\[
A_{1n4} = \int \left[ (\hat{f}_n(s) - f(s)) Y(s) \right]^2 d\phi(s).
\]
Adding and subtracting $EK_{h_1}(s) Y_1$ from $n^{-1} \sum_{i=1}^n K_i(s) Y_i - Y(s) f(s)$, we see that $A_{1n2}$ is bounded above by
\[
2 \int \left[ n^{-1} \sum_{i=1}^n K_i(s) Y_i - EK_{h_1}(s) Y_1 \right]^2 d\phi(s) + 2 \int \left[ EK_{h_1}(s) Y_1 - Y(s) f(s) \right]^2 d\phi(s).
\]
Note that the expected value of the first term equals
\[
2 \int \text{Var} \left( n^{-1} \sum_{i=1}^n K_i(s) Y_i \right) d\phi(s) \leq \frac{C}{n} \int E[K_{h_1}^2(s) Y_i^2] dG(s) = O \left( \frac{1}{n^{H/2}} \right) = o(1).
\]
Also, by the continuity assumption on $Y(s)$ and $f(s)$,
\[
\int \left[ EK_{h_1}(s) Y_1 - Y(s) f(s) \right]^2 d\phi(s) = \int \left[ E[K_{h_1}(s) E(Y_1|s = s)] - Y(s) f(s) \right]^2 d\phi(s) = o(1).
\]
Therefore, $A_{1n2} = o_p(1)$. By Lemma 4.1 we have
\[
A_{1n1} \leq \sup_{s \in I} \left| \frac{1}{f_0^2(s)} - \frac{1}{f^2(s)} \right| \int \left[ n^{-1} \sum_{i=1}^n K_i(s) Y_i - Y(s) f(s) \right]^2 dG(s) = o_p(1).
\]
Similarly, one can show that $A_{1n3} = o_p(1) = A_{1n4}$. Therefore, $A_{1n} = o_p(1)$.

To deal with $A_{2n}$, consider first the difference $\beta_n^*(\theta) - \beta(\theta)$. With $Z_n = \int Z(s)Z_n(s)dG(s)$,
\[
\beta_n^*(\theta) - \beta(\theta) = (Z_n^{-1} - Z^{-1}) \int [Y_n(s) - \mu(s; \theta)]Z_n(s)dG(s) + Z^{-1} \int [Y_n(s) - Y(s)]Z_n(s)dG(s).
\]
Since $Z_n \rightarrow_p Z$ and $Z$ is positive definite, we have $Z_n^{-1} \rightarrow_p Z^{-1}$. Also note that by the Cauchy–Schwarz inequality,
\[
\left\| \int [Y_n(s) - Y(s)]Z_n(s)dG(s) \right\|^2 \leq \int [Y_n(s) - Y(s)]^2 dG(s) \cdot \int Z_n^2(s)dG(s) = o_p(1).
\]
The boundedness of $\mu(s; \theta)$ over $I \times \Gamma$ also implies that
\[
\left\| \int [Y_n(s) - \mu(s; \theta)]Z_n(s)dG(s) \right\|^2 \leq \int [Y_n(s) - \mu(s; \theta)]^2 dG(s) \cdot \int Z_n^2(s)dG(s) = O_p(1)
\]
uniformly in $\vartheta \in \Theta$. Therefore, $\sup_{\vartheta \in \Theta} |\beta_n^*(\vartheta) - \beta(\vartheta)| = o_p(1)$. By this fact, we have

$$A_{2n} \leq \int Z_n^2(s) dG(s) \|\beta_n^*(\vartheta) - \beta(\vartheta)\|^2 + \beta(\vartheta) \int [Z_n(s) - Z(s)]^2 dG(s) = o_p(1)$$

uniformly in $\vartheta \in \Theta$.

Similarly, one can show that $B_{1n} = O_p(1)$, $B_{2n} = O_p(1)$ and $B_3 = O(1)$. In summary, we finally obtain (4.5), hence the consistency of $\beta_n^*$. Furthermore,

$$\beta_n^*(\vartheta) = Z_n^{-1} \int (Y_n(s) - \mu(s; \vartheta_0)) Z_n(s) dG(s) - Z_n^{-1} \int (\mu(s; \vartheta^*_n) - \mu(s; \vartheta_0)) Z_n(s) dG(s),$$

and the continuity and boundedness of $\mu(s; \vartheta)$ implies the second term converges to 0 in probability, and the first term converges to $Z^{-1} \int (Y(s) - \mu(s; \vartheta_0)) dG(s)$ in probability, which equals $\beta_0$.

To show the consistency of $\hat{\vartheta}_n$, we can first show the consistency of $\hat{\vartheta}_n$ using a similar argument as in the proof of Theorem 3.1 of Koul and Ni (2004) by showing $\sup_{\vartheta \in \Theta} |T_n(\vartheta) - T_n^*(\vartheta)| = o_p(1)$, then the consistency of $\hat{\vartheta}_n$ follows from the formula $\hat{\vartheta}_n = \hat{\beta}_n(\hat{\vartheta}_n)$. Due to the complex nature of the current setup, the argument is more tedious and omitted here for the sake of brevity.

**Proof of Theorem 2.2.** Rewrite (2.7) as

$$\int Y_n(s) \hat{\mu}_n(s; \hat{\vartheta}_n) dG(s) = \int \left[ Z_n(s) \hat{\beta}_n(\hat{\vartheta}_n) + \mu_n(s; \hat{\vartheta}_n) \right] \hat{\mu}_n(s; \hat{\vartheta}_n) dG(s).$$

Subtracting and adding $\int [Z_n(s) \hat{\beta}_n(\hat{\vartheta}_0) + \mu_n(s; \hat{\vartheta}_0)] \hat{\mu}_n(s; \hat{\vartheta}_n) dG(s)$ in the above expression, and after a slight arrangement of the terms, we obtain

$$\int \left[ Y_n(s) - Z_n(s) \hat{\beta}_n(\hat{\vartheta}_0) - \mu_n(s; \hat{\vartheta}_0) \right] \cdot \hat{\mu}_n(s; \hat{\vartheta}_n) dG(s) = \int Z_n(s) [\hat{\beta}_n(\hat{\vartheta}_n) - \hat{\beta}_n(\hat{\vartheta}_0)] \cdot \hat{\mu}_n(s; \hat{\vartheta}_n) dG(s) + \int [\mu_n(s; \hat{\vartheta}_n) - \mu_n(s; \hat{\vartheta}_0)] \cdot \hat{\mu}_n(s; \hat{\vartheta}_n) dG(s).$$

Rewrite the left hand side of (4.7) as the sum of the following two terms

$$S_{n1} = \int \left[ Y_n(s) - Z_n(s) \beta_0 - \mu(s; \beta_0) \right] \cdot \hat{\mu}_n(s; \hat{\vartheta}_n) dG(s);$$

$$S_{n2} = - \int \hat{\mu}_n(s; \hat{\vartheta}_n) Z_n(s) dG(s) \cdot [\hat{\beta}_n(\beta_0) - \beta_0].$$

Next we shall show that $\sqrt{n}(S_{n1} + S_{n2})$ is asymptotically normally distributed. For this purpose, rewrite $S_{n1}$ as

$$S_{n1} = \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) [Y_i - Z_i(\beta_0) - \mu(S_i; \beta_0)] \right] \cdot \hat{\mu}_n(s; \hat{\vartheta}_n) dG(s).$$

Note that under $H_0$, $Y_i - Z_i(\beta_0) - \mu(S_i; \beta_0) = e_i$. Let

$$U_n(s) = \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) e_i, \quad \eta_n(s; \hat{\vartheta}_n) = \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \hat{\mu}(S_i; \hat{\vartheta}_n),$$

$$\eta_n(s; \beta_0) = \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \hat{\mu}(S_i; \beta_0), \quad \eta(s) = EK_{hi}(s - S) \hat{\mu}(S; \beta_0).$$

Then $S_{n1}$ can be written as the sum of the following six terms

$$S_{n1} = \int U_n(s) \eta_n(s) d\phi(s), \quad S_{n12} = \int U_n(s) \eta_n(s) [\hat{f}^{-2}(s) - f^{-2}(s)] d\phi(s),$$

$$S_{n13} = \int U_n(s) [\eta_n(s; \hat{\vartheta}_n) - \eta_n(s; \beta_0)] d\phi(s),$$

$$S_{n14} = \int U_n(s) [\eta_n(s; \hat{\vartheta}_n) - \eta_n(s; \beta_0)] [\hat{f}^{-2}(s) - f^{-2}(s)] d\phi(s),$$

$$S_{n15} = \int U_n(s) [\eta_n(s; \beta_0) - \eta(s)] d\phi(s),$$

$$S_{n16} = \int U_n(s) [\eta_n(s; \beta_0) - \eta(s)] [\hat{f}^{-2}(s) - f^{-2}(s)] d\phi(s).$$
On the other hand, by definition (2.6), under the null hypothesis, \( \hat{\beta}_n(\theta_0) \) can be written as

\[
\hat{\beta}_n(\theta_0) = \beta_0 + Z_n^{-1} \int U_n(s)Z_n(s) \, dG(s).
\] (4.8)

Then we verify that

\[
\sqrt{n}S_{n2} = - \int \mu(s; \theta_0)Z'(s)dG(s) \cdot Z^{-1} \cdot \int U_n(s)Z(s)f^{-1}(s)dG(s) + o_p(1).
\]

Recalling the notation Q(s) from (2.9), we obtain \( \sqrt{n}S_{n2} = - \sqrt{n} \int U_n(s)Q(s)f(s)d\phi(s) + o_p(1) \).

Upon combining the above derivations, we obtain \( \sqrt{n}(S_{n1} + S_{n2}) = \sum_{i=1}^{n} \xi_n/\sqrt{n} + o_p(1) \), where \( \xi_n = \int K_h(s)e_i[\eta_h(s) - Q(s)f(s)]d\phi(s) \). For convenience, we shall prove the desired result only for \( m = 1 \). Hence \( \eta_h(s) \) and \( Q(s) \) are one dimensional. For \( m > 1 \), the result can be proved by Wald scheme in which the same arguments are applied to the linear combination of its components instead of \( \eta_h(s) \) and \( Q(s) \) themselves.

Since \( \xi_n, i = 1, 2, \ldots, n \), are i.i.d. r.v.’s with mean 0, so to apply Lindeberg–Feller central limit theorem, it suffices to show that for any \( \lambda > 0, E\xi_{n1}^2 \rightarrow \Sigma \), and \( E\xi_{n1}^2I(0 < |\xi_n| < \lambda \sqrt{n}) \rightarrow 0 \).

By the Fubini theorem,

\[
E\xi_{n1}^2 = \int \int EK_n(u - s)K_n(v - s)\tau^2(s)[\eta_h(u) - Q(u)f(u)][\eta_h(v) - Q(v)f(v)]d\phi(u)d\phi(v)
\]

\[
= \int \int K_n(u - s)K_n(v - s)\tau^2(s)[\eta_h(u) - Q(u)f(u)][\eta_h(v) - Q(v)f(v)]f(s)d\phi(u)d\phi(v)ds.
\]

By changing variables with \( u - s = xh, v - s = yh, s = s \), and using the assumed continuity of \( \tau^2, f, g \) and \( \mu(s; \theta_0) \), we obtain \( \lim_{n\rightarrow\infty} E\xi_{n1}^2 = \Sigma \). By Hölder’s inequality and the continuity of \( E(e^{2n}\xi_{n1}^2) = 1, \mu(s; \theta_0) \), for any \( \delta > 0, E\xi_{n1}^2I(|\xi_n| > \lambda \sqrt{n}) \) is bounded above by

\[
n^{-\delta/2}\lambda^{-\delta}E\xi_{n1}^{2+\delta} = n^{-\delta/2}\lambda^{-\delta}E\left[\int K_n(s)e_i[\eta_h(s) - Q(s)f(s)]d\phi(s)\right]^{2+\delta}
\]

\[
\leq n^{-\delta/2}\lambda^{-\delta}E\left[\int [K_n(s - S)(\eta_h(s) - Q(s)f(s))]^{1/2+\delta}d\phi(s)\right]^2 E(e^{2\delta/4}|S = s)
\]

\[
= O((nh^{2q})^{-\delta/1}) = o(1).
\]

Therefore, we have

\[
\sqrt{n}(S_{n1} + S_{n2}) \rightarrow D N(0, \Sigma).
\]

Next, we shall show that \( \sqrt{n}S_{nk} = o_p(1) \) for all \( k = 2, \ldots, 6 \). For \( k = 2, \) by Lemma 4.1, \( mS_{n12}^2 \) is bounded above by

\[
n\int U_n^2(s)\eta_h^2(s)d\phi(s) \cdot \sup_{s \in \ell} [f^2(s)/f_s^2(s) - 1]^2 = O_p \left( \frac{1}{n} \right) \cdot O_p \left( \frac{(\log n)^2(\log n)^{4/(q+4)}}{n^{4/(q+4)}} \right),
\]

which is the order of \( o_p(1) \) by assumption \( h \sim n^{-a} \) and \( a < \min(1/2q, 4/(q+4)) \).

By assumption (m7(b)), \( \sqrt{n}S_{n13} \) is bounded above by

\[
\sqrt{n} \sup_{1 \leq i \leq n} |\hat{\mu}(S; \hat{\theta}_n) - \hat{\mu}(S; \theta_0)| \cdot \left[ \int U_n^2(s)d\phi(s) \right]^{1/2} \left[ \int \frac{1}{n} \sum_{i=1}^{n} K_h^2(s)d\phi(s) \right]^{1/2}
\]

\[
= \sqrt{n} \cdot o_p(h^{q/2}) \cdot O_p \left( \frac{1}{\sqrt{nh^q}} \right) \cdot O_p(1) = o_p(1).
\]

This, together with Lemma 4.1, implies \( \sqrt{n}S_{n14} = o_p(1) \).

By the Cauchy–Schwarz inequality,

\[
n\|S_{n15}\|^2 \leq n \int U_n^2(s)d\phi(s) \cdot \int (\eta_h(s; \theta_0) - \eta_h(s))^2d\phi(s).
\]

Direct calculations show that \( E \int U_n^2(s)d\phi(s) = O(1/nh^q) \). For the second factor, first note that \( \eta_h(s; \theta_0) - \eta_h(s) \) can be written as an average of centered i.i.d. r.v.’s. By the Fubini theorem, and the fact that the variance is bounded above by the second moment, we obtain that

\[
E \int (\eta_h(s; \theta_0) - \eta_h(s))^2d\phi(s) \leq n^{-1} \int EK_n^2(s - S)\hat{\mu}^2(s; \theta_0)d\phi(s) = O(1/nh^q).
\]
Hence $n\|S_{n15}\|^2 = n \cdot O_p(1/n^2 h^2) = o_p(1)$. This, together with Lemma 4.1, also implies that $\sqrt{n}S_{n16} = o_p(1)$. Thus, upon combining all of the above results, we obtain

$$\sqrt{n}(S_{n1} + S_{n2}) \rightarrow D N(0, \Sigma). \quad (4.9)$$

We now continue the proof of Theorem 2.2. First, note that from (2.6),

$$\hat{\beta}_n(\hat{\theta}_n) - \hat{\beta}_n(\theta_0) = -Z_n^{-1} \int \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \{ \mu(S_i; \hat{\theta}_n) - \mu(S_i; \theta_0) \} \hat{f}_w(s) Z_n(s) d\hat{\phi}_w(s).$$

Then $\hat{\beta}_n(\hat{\theta}_n) - \hat{\beta}_n(\theta_0)$ can be written as the sum of $-Z_n^{-1} \int Z(s) \mu'(s; \theta_0) dG(s)(\hat{\theta}_n - \theta_0)$ and other 15 remaining terms. We show that all the terms are either of the order of $(\hat{\theta}_n - \theta_0) \cdot o_p(1)$ or $o_p(1/\sqrt{n})$. For example, with $d_{ni} = \mu(S_i; \hat{\theta}_n) - \mu(S_i; \theta_0) - \mu'(S_i; \theta_0)(\hat{\theta}_n - \theta_0)$, a typical term is

$$Z_n^{-1} \int \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) d_{ni} Z(s) f(s) d\phi(s) = Z_n^{-1} \int \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \frac{d_{ni}}{||\hat{\theta}_n - \theta_0||} Z(s) f(s) d\phi(s) \frac{(\hat{\theta}_n - \theta_0)'(\hat{\theta}_n - \theta_0)}{||\hat{\theta}_n - \theta_0||}(\hat{\theta}_n - \theta_0).$$

By assumption (m7), the coefficient of $(\hat{\theta}_n - \theta_0)$ in the above expression is bounded above by

$$\sup_{1 \leq i \leq n} \frac{|d_{ni}|}{||\hat{\theta}_n - \theta_0||} \int \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \|Z_n^{-1} Z(s) \| f(s) d\phi(s) = o_p(1).$$

Therefore, the first term on the right hand side of (4.7) multiplied by $\sqrt{n}$, can be written as

$$-\int \mu_n(s; \hat{\theta}_n) Z_n'(s) dG(s) \cdot Z_n^{-1} \int Z(s) \mu'(s; \theta_0) dG(s) \cdot \sqrt{n} (\hat{\theta}_n - \theta_0)[1 + o_p(1)].$$

By the continuity of $\mu_n(s; \theta)$, $Z(s)$, and the consistency of $\hat{\theta}_n$,

$$\int \mu_n(s; \hat{\theta}_n) Z_n'(s) dG(s) = \int \mu(s; \theta_0) Z'(s) dG(s) + o_p(1).$$

Therefore, the first term on the right hand side of (4.7) multiplied by $\sqrt{n}$, can be further written as $-\Sigma_1 \sqrt{n}(\hat{\theta}_n - \theta_0)[1 + o_p(1)].$

The second term on the right of side of (4.7) can be written as the sum of the following four terms,

$$Q_{1n} = \int \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) d_{ni} \cdot \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s)[\hat{\mu}(S_i; \hat{\theta}_n) - \hat{\mu}(S_i; \theta_0)] d\hat{\phi}_w(s);$$

$$Q_{2n} = \int \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) d_{ni} \cdot \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \hat{\mu}(S_i; \theta_0) d\hat{\phi}_w(s);$$

$$Q_{3n} = \int \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s)[\hat{\mu}(S_i; \hat{\theta}_n) - \hat{\mu}(S_i; \theta_0)] \cdot \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \hat{\mu}'(S_i; \theta_0) d\hat{\phi}_w(s)(\hat{\theta}_n - \theta_0);$$

$$Q_{4n} = \int \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \hat{\mu}(S_i; \theta_0) \cdot \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \hat{\mu}'(S_i; \theta_0) d\hat{\phi}_w(s)(\hat{\theta}_n - \theta_0).$$

By conditions in (m7), we can show that $\sqrt{n}Q_{1n}$, $\sqrt{n}Q_{2n}$ and $\sqrt{n}Q_{3n}$ all equals $\sqrt{n}(\hat{\theta}_n - \theta_0) \cdot o_p(1)$. By the continuity of $\hat{\mu}(s; \theta)$, we also have

$$\sqrt{n}Q_{4n} = \int \hat{\mu}(s; \theta_0) \hat{\mu}'(s; \theta_0) dG(s) \sqrt{n}(\hat{\theta}_n - \theta_0)[1 + o_p(1)].$$

Therefore, the second term on the right hand side of (4.7) multiplied by $\sqrt{n}$, can be further written as $\Sigma_2 \sqrt{n}(\hat{\theta}_n - \theta_0)[1 + o_p(1)]$.

Summarizing all of the above derivations and using the assumption that $\Sigma_1 + \Sigma_2$ is positive definite, we obtain that

$$\sqrt{n}(\hat{\theta}_n - \theta_0) = (\Sigma_2 - \Sigma_1)^{-1} \int K_{hi} e[s\eta_x(s) + Q(s)f(s)] d\phi(s) + o_p(1),$$

$$\sqrt{n}(\hat{\theta}_n - \theta_0) \rightarrow D N(0, (\Sigma_2 - \Sigma_1)^{-1} \Sigma (\Sigma_2 - \Sigma_1)^{-1}).$$
Next, we prove the second part of the claim in Theorem 2.2. By (2.6), $\hat{\beta}_n - \beta_0$ can be written as

$$\hat{\beta}_n(\hat{\vartheta}_n) - \beta_0 = Z_n^{-1} \int U_n(s)\hat{F}_n^{-1}(s)Z_n(s)dG(s) - Z_n^{-1} \int \frac{1}{n} \sum_{i=1}^{n} K_{nH}(s)[\mu(S_i; \hat{\vartheta}_n) - \mu(S_i; \vartheta_0)]\hat{F}_n^{-1}(s)Z_n(s)dG(s).$$

By assumption (m7(b)) and Lemma 4.1, one can show that

$$\hat{\beta}_n(\hat{\vartheta}_n) - \beta_0 = Z^{-1} \int U_n(s)Z(s)f^{-1}(s)dG(s) - Z^{-1} \int Z(s)\hat{f}^{-1}(s)dG(s)(\hat{\vartheta}_n - \vartheta_0) + o_p(n^{-1/2}).$$

This fact and the definition of $M(s)$ in (2.9) yield

$$\sqrt{n}(\hat{\beta}_n(\hat{\vartheta}_n) - \beta_0) = n^{1/2} \int U_n(s)M(s)d\phi(s) + o_p(1).$$

This approximation and argument like the one used in the proof of the asymptotic normality of $\sqrt{n}(S_{n1} + S_{n2})$, together yield that $\sqrt{n}(\hat{\beta}_n(\hat{\vartheta}_n) - \beta_0) \xrightarrow{d} N(0, \Sigma_3)$. □

Theorem 2.3 will be proved after we establish the following five lemmas. The proof of Lemma 4.3 is facilitated by Theorem 1 of Hall (1984) which is reproduced here for the sake of completeness.

**Lemma 4.2.** Let $X_i, 1 \leq i \leq n$ be i.i.d. random vectors, and let

$$U_n = \sum_{1 \leq i < j \leq n} H_n(X_i, X_j), \quad G_n(x, y) = EH_p(X_1, x)H_n(X_1, y),$$

where $H_n$ is a sequence of measurable functions symmetric under permutation, with

$$E[H_n(X_1, X_2)|X_1] = 0, \text{ a.s. and } EH_n^2(X_1, X_2) < \infty, \text{ for each } n \geq 1.$$

If $[EG_2^2(X_1, X_2) + n^{-1}EH_n^4(X_1, X_2)]/[EH_n^2(X_1, X_2)] \xrightarrow{} 0$, then $U_n$ is asymptotically normally distributed with mean 0 and variance $n^2EH_n^2(X_1, X_2)/2$.

We begin with the statement and the proof of the first lemma.

**Lemma 4.3.** Under $H_0$, suppose that (z), (f1), (g), (k), (m1), (m3) hold. Then

$$nh^{3/2}[\hat{M}_n(\theta_0) - \tilde{C}_n] \xrightarrow{d} N(0, \Gamma').$$

**Proof of Lemma 4.3.** By the definition of $\hat{M}_n(\theta_0)$ and $\tilde{C}_n$, we have

$$nh^{3/2}[\hat{M}_n(\theta_0) - \tilde{C}_n] = \frac{1}{n^2} \sum_{\#} K_h(s - S_i)K_h(s - S_j)e_i e_j d\phi(s).$$

Denote $\bar{S}_i = (S'_i, e_i)'$ and

$$H_n(\bar{S}_i, \bar{S}_j) = \frac{h^{3/2}}{n} \int K_h(s - S_i)K_h(s - S_j)e_i e_j d\phi(s).$$

Then $nh^{3/2}[\hat{M}_n(\theta_0) - \tilde{C}_n] = 2 \sum_{1 \leq i < j \leq n} H_n(\bar{S}_i, \bar{S}_j)$. Note that $H_n(\bar{S}_1, \bar{S}_2)$ is symmetric in its arguments, and $E[H_n(\bar{S}_1, \bar{S}_2)|\bar{S}_1] = 0$ by the fact that $E(e_2|\bar{S}_1) = 0$. To apply Lemma 4.2, we have to compute the quantities $EH_n^2(\bar{S}_1, \bar{S}_2), EH_n^4(\bar{S}_1, \bar{S}_2), \text{ and } EG_2^2(\bar{S}_1, \bar{S}_2)$.

First, note that, changing variables,

$$EH_n^2(\bar{S}_1, \bar{S}_2) = \frac{h}{n^2} \int \int [EK_h(s - S_1)K_h(t - S_1)\tau^2(S_j)]^2 d\phi(s)d\phi(t)$$

$$= \frac{h}{n^2} \int \int \left[ \int K_h(s - u)K_h(t - u)\tau^2(u)f(u)du \right] d\phi(s)d\phi(t)$$

$$= \frac{1}{n^2} \int \int \left[ \int K(u)K(v + u)\tau^2(t - vh - uh)f(t - vh - uh)du \right] \cdot g(t - vh)f^{-2}(t - vh)dvd\phi(t).$$

By the continuity of $\text{Var}(\tau; \vartheta_0)|S = s), f$ and $g$, we obtain

$$EH_n^2(\bar{S}_1, \bar{S}_2) = \frac{1}{n^2} \int \int K(u)K(v + u)du \cdot \int \tau^4(t)g(t)d\phi(t) + o\left(\frac{1}{n^2}\right). \tag{4.10}$$
Similarly, $EH_n^4(\tilde{S}_1, \tilde{S}_2)$ equals
\[ \frac{h^q}{n^d} \iint \iint [KE_n(s - S_1)K_n(t - S_1)K_n(u - S_1)K_n(v - S_1)\tau^4(S_1)]^2 d\phi(s) d\phi(t) d\phi(u) d\phi(v), \]
and after changing variables, by the continuity of $\text{Var}$, Lemma 4.5.

Similarly, \[ B_n(x - x) = h^{-d} \int K(u)K((x - x)/h + u)\tau^2(x - uh)f(x - uh)du. \]

Then we can show that
\[ EG_n^2(\tilde{S}_1, \tilde{S}_2) = \frac{h^q}{n^d} \iint \iint B_n(x - u)B_n(y - x)B_n(y - v)B_n(v - u) d\phi_{xyuv} = O\left( h^q \right). \]

Therefore, from (4.10)-(4.12), we have
\[ \frac{EG_n^2(\tilde{S}_1, \tilde{S}_2) + n^{-1}EH_n^4(\tilde{S}_1, \tilde{S}_2)}{[EH_n^2(\tilde{S}_1, \tilde{S}_2)]^2} = O(h^q/n^4) + n^{-1} \cdot O(1/n^4 h^q) = o(1) \]
because of $nh^q \to \infty$. Also, by (4.10), as $n \to \infty$,
\[ n^2EH_n^2(\tilde{S}_1, \tilde{S}_2)/2 \to \frac{1}{2} \iint [K(u)K(v + u)]^2 du \cdot \int \tau^4(t) g(t) d\phi(t) + o(1). \]

Hence, by Lemma 4.2, we finally get
\[ nh^{q/2}[\tilde{M}_n(\theta_0) - \bar{C}_n] = 2 \sum_{1 \leq i < j \leq n} H_n(\tilde{S}_i, \tilde{S}_j) \to_d N(0, \Gamma), \]
as claimed. □

**Lemma 4.4.** Under $H_0$, suppose (z), (f1), (f2), (k), (m1), (m2), (m6)-(m7), (h2) hold. Then $nh^{q/2}[M_n(\theta_0) - \tilde{M}_n(\theta_0)] = o_p(1)$.

**Proof of Lemma 4.4.** In fact, by the definition of $M_n(\theta)$ and Lemma 4.1,
\[ nh^{q/2}[M_n(\theta_0) - \tilde{M}_n(\theta_0)] \leq nh^{q/2} \int U_n^2(s) d\phi(s) \cdot \sup_{s \in I} \left| \frac{f_z(s)}{f^2_z(s)} - 1 \right| \]
\[ = nh^{q/2} \cdot O_p(1/nh^q) \cdot O_p\left( \frac{(\log n)(\log n)^{2/(q+4)}}{n^{2/(q+4)}} \right) = o_p(1). \]

**Lemma 4.5.** Under $H_0$, suppose (z), (f1), (k), (m1), (m2), (m6)-(m7), (h2) hold. Then $nh^{q/2}[M_n(\theta_n) - M_n(\theta_0)] = o_p(1)$.

**Proof of Lemma 4.5.** Adding and subtracting $Z_i' \beta_0 + \mu(S_i; \theta_0)$ from $\hat{e}_i = Y_i - Z_i' \hat{\beta}_n - \mu(S_i; \hat{\theta}_n)$, we can write $\hat{e}_i = e_i - Z_i' (\hat{\beta}_n - \beta_0) - (\mu(S_i; \hat{\theta}_n) - \mu(S_i; \theta_0))$. Then the difference $M_n(\hat{\theta}_n) - M_n(\theta_0)$ can be written as the sum of the following five terms
\[ B_{n1} = \int \left[ \frac{1}{n} \sum_{i=1}^n K_n(s) Z_i' (\hat{\beta}_n - \beta_0) \right]^2 d\phi_w(s), \]
\[ B_{n2} = \int \left[ \frac{1}{n} \sum_{i=1}^n K_n(s)[\mu(S_i; \hat{\theta}_n) - \mu(S_i; \theta_0)] \right]^2 d\phi_w(s), \]
\[ B_{n3} = -2 \int \frac{1}{n} \sum_{i=1}^n K_n(s) e_i \cdot \frac{1}{n} \sum_{i=1}^n K_n(s) Z_i d\phi_w(s) (\hat{\beta}_n - \beta_0), \]
\[ B_{n4} = -2 \int \frac{1}{n} \sum_{i=1}^n K_n(s) e_i \cdot \frac{1}{n} \sum_{i=1}^n K_n(s)[\mu(S_i; \hat{\theta}_n) - \mu(S_i; \theta_0)] d\phi_w(s), \]
\[ B_{n5} = 2 \int \frac{1}{n} \sum_{i=1}^n K_n(s)[\mu(S_i; \hat{\theta}_n) - \mu(S_i; \theta_0)] \cdot \frac{1}{n} \sum_{i=1}^n K_n(s) Z_i d\phi_w(s) (\hat{\beta}_n - \beta_0). \]
For $B_{n1}$, by the $\sqrt{n}$-consistency of $\hat{\beta}_n$, we have
\[
 nh^{q/2}B_{n1} \leq nh^{q/2}\|\hat{\beta}_n - \beta_0\|^2 \int Z_n^2(s)dG(s) = O_p(h^{q/2}) = o_p(1).
\]
For $B_{n2}$, by (m7) and $\sqrt{n}$-consistency of $\hat{\theta}_n$, we have
\[
 B_{n2} \leq 2 \left[ \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s)dmi \right]^2 d\Phi_w(s) + 2 \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s)\hat{\mu}'(S_i; \theta_0)(\hat{\theta}_n - \theta_0) \right]^2 d\Phi_w(s) \right] = \sup_{1 \leq i \leq n} \frac{|d_{ni}|}{\|\hat{\theta}_n - \theta_0\|^2} \cdot O_p(1) \cdot \|\hat{\theta}_n - \theta_0\|^2 + O_p(1) \cdot \|\hat{\theta}_n - \theta_0\|.
\]
Thus, $nh^{q/2}B_{n2} = o_p(h^{q/2}) + O_p(h^{q/2}) = o_p(1)$. Similarly, one can show that $nh^{q/2}B_{n2} = o_p(1)$.

Now let us consider $B_{n3}$. Denote $V_n(s) = n^{-1} \sum_{i=1}^{n} K_{hi}(s)Z_i$, and recall the definition of $U_n(s)$, we can rewrite $B_{n3}$ as
\[
 B_{n3} = -2 \int U_n(s)[V_n(s) - EV_n(s)]\left[ 1/f_w^2(s) - 1/f^2(s) \right] dG(s)(\hat{\beta}_n - \beta_0) - 2 \int U_n(s)[V_n(s) - EV_n(s)]d\phi(s)(\hat{\beta}_n - \beta_0) \\
 - 2 \int U_n(s)EV_n(s)[1/f_w^2(s) - 1/f^2(s)]dG(s)(\hat{\beta}_n - \beta_0) - 2 \int U_n(s)EV_n(s)d\phi(s)(\hat{\beta}_n - \beta_0).
\]
We will only show that
\[
 nh^{q/2} \int U_n(s)EV_n(s)d\phi(s)(\hat{\beta}_n - \beta_0) = o_p(1). \tag{4.14}
\]
Other three terms can be dealt with similarly. In fact, $\int U_n(s)EV_n(s)d\phi(s)(\hat{\beta}_n - \beta_0)$ can be written as
\[
 \int U_n(s)[EV'_n(s) - Z'(s)f(s)]d\phi(s)(\hat{\beta}_n - \beta_0) + \int U_n(s)Z'(s)f(s)d\phi(s)(\hat{\beta}_n - \beta_0).
\]
Denote the first term as $B_{n31}$, the second term as $B_{n32}$, we have
\[
 nh^{q/2}B_{n31} \leq nh^{q/2}\left( \int U_n^2(s)d\phi(s) \cdot \int [EV'_n(s) - Z'(s)f(s)]^2d\phi(s) \right)^{1/2} \cdot \|\hat{\beta}_n - \beta_0\| = o_p(1).
\]
Similar to the argument as in showing the asymptotic normality of $\sqrt{n}(S_{n1} + S_{n2})$ in the previous section, we can show that $\int U_n(s)Z'(s)f(s)d\phi(s) = O_p(1/\sqrt{n})$, hence $nh^{q/2}B_{n32} = nh^{q/2}O_p(1/n) = O_p(h^{q/2}) = o_p(1)$. Therefore, that (4.14) is justified, hence $nh^{q/2}B_{n3} = o_p(1)$.

Finally, let us consider $B_{n4}$. Recall the notation $d_{ni}$, we can rewrite $B_{n4}$ as the sum of the following four terms
\[
 B_{n41} = -2 \int U_n(s) \cdot \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s)dmi \cdot \left[ 1/f_w^2(s) - 1/f^2(s) \right] dG(s),
\]
\[
 B_{n42} = -2 \int U_n(s) \cdot \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s)dmi d\phi(s),
\]
\[
 B_{n43} = -2 \int U_n(s) \cdot \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s)\hat{\mu}'(S_i; \theta_0) \cdot \left[ 1/f_w^2(s) - 1/f^2(s) \right] dG(s)(\hat{\theta}_n - \theta_0),
\]
\[
 B_{n44} = -2 \int U_n(s) \cdot \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s)\hat{\mu}'(S_i; \theta_0) d\phi(s)(\hat{\theta}_n - \theta_0).
\]
We shall only show $nh^{q/2}B_{n42} = o_p(1)$. Other cases can be dealt with similarly. In fact, by the Cauchy–Schwarz inequality, $nh^{q/2}B_{n42}$ is bounded above by
\[
 2nh^{q/2} \sup_{1 \leq i \leq n} |d_{ni}| \left( \int U_n^2(s)d\phi(s) \cdot \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \right]^2 d\phi(s) \right)^{1/2} \|\hat{\theta}_n - \theta_0\|.
\]
By assumption (m7), the $\sqrt{n}$-consistency of $\hat{\theta}_n$, we have
\[
 nh^{q/2}B_{n42} = nh^{q/2} \cdot o_p(1) \cdot O_p(1/\sqrt{nh}) \cdot O_p(1/\sqrt{n}) = o_p(1).
\]
Therefore, $nh^{q/2}B_{n4} = o_p(1)$ as claimed. This finishes the proof of the lemma. \hfill \Box
Lemma 4.6. Under the same conditions as in Lemma 4.4, \( nh^{q/2}(\tilde{C}_n - C_n) = o_p(1) \).

Proof of Lemma 4.6. Again using the fact that \( \hat{e}_i = e_i - Z_i'(\hat{\beta}_n - \beta_0) - (\mu(S_i; \hat{\theta}_n) - \mu(S_i; \theta_0)) \), we can rewrite \( \tilde{C}_n \) as the sum of the following six terms:

\[
C_{n1} = \frac{1}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)e_i^2d\hat{\varphi}_w(s),
\]

\[
C_{n2} = \frac{1}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)[\mu(S_i, \hat{\theta}_n) - \mu(S_i; \theta_0)]^2d\hat{\varphi}_w(s),
\]

\[
C_{n3} = \frac{1}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)[Z_i'(\hat{\beta}_n - \beta_0)]^2d\hat{\varphi}_w(s),
\]

\[
C_{n4} = -\frac{2}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)e_iZ_i'd\hat{\varphi}_w(s) \cdot (\hat{\beta}_n - \beta_0),
\]

\[
C_{n5} = -\frac{2}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)e_i[\mu(S_i, \hat{\theta}_n) - \mu(S_i; \theta_0)]d\hat{\varphi}_w(s),
\]

\[
C_{n6} = -\frac{2}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)Z_i'[\mu(S_i, \hat{\theta}_n) - \mu(S_i; \theta_0)]d\hat{\varphi}_w(s) \cdot (\hat{\beta}_n - \beta_0).
\]

While \( C_{n1} \) can be further written as the sum

\[
C_{n1} = \tilde{C}_n + \frac{1}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)e_i^2[1/f_w^2(s) - 1/f^2(s)]dG(s).
\]

Note that by the continuity of \( \tau^2(s), f(s) \) and \( g(s) \), we have

\[
E \left[ \frac{1}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)e_i^2dG(s) \right] = \frac{1}{n^2} \int \frac{1}{h^2y} K^2\left( \frac{y-u}{h} \right) \tau^2(u)f(u)dudG(s) = O \left( \frac{1}{nh^q} \right),
\]

so by Lemma 4.1,

\[
nh^{q/2}|C_{n1} - \tilde{C}_n| \leq \frac{1}{nh^{q/2}} \sup_{x \in \mathbb{R}} \int \left| \frac{1}{f_w^2(s)} - \frac{1}{f^2(s)} \right| \cdot O_p \left( \frac{1}{nh^q} \right) = o_p(1).
\]

Using the notation \( d_{ni} \), \( C_{n2} \) is bounded above by the sum \( 2C_{n21} + 2C_{n22} \), where

\[
C_{n21} = \frac{1}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)d_{ni}^2d\hat{\varphi}_w(s) \quad C_{n22} = \frac{1}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)[\mu'(S_i; \hat{\theta}_0)(\hat{\theta}_n - \theta_0)]^2d\hat{\varphi}_w(s).
\]

By (m7), and the fact that for any continuous function \( L(s) \),

\[
\frac{1}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)L(S_i)d\hat{\varphi}_w(s) = O_p \left( \frac{1}{nh^q} \right),
\]  

we have, by the \( \sqrt{n} \)-consistency of \( \hat{\theta}_n \),

\[
nh^{q/2}C_{n21} \leq nh^{q/2} \max_{1 \leq i \leq n} \frac{d_{ni}^2}{\| \hat{\theta}_n - \theta_0 \|^2} \cdot \frac{1}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)d\hat{\varphi}_w(s) \cdot \| \hat{\theta}_n - \theta_0 \|^2
\]

\[
= nh^{q/2} \cdot o_p(1) \cdot O_p \left( \frac{1}{nh^q} \right) \cdot O_p \left( \frac{1}{n} \right) = o_p(1),
\]

and

\[
nh^{q/2}C_{n22} \leq nh^{q/2} \cdot \frac{1}{n^2} \sum_{i=1}^{n} \int K_{n1}^2(s)\| \mu(S_i; \theta_0) \|^2d\hat{\varphi}_w(s) \cdot \| \hat{\theta}_n - \theta_0 \|^2 = o_p(1).
\]

Similarly, one can show \( nh^{q/2}C_{n3} = o_p(1) \) by (4.15) and the \( \sqrt{n} \)-consistency of \( \hat{\theta}_n \).
By the continuity of $E(|e| | S = s)$, we can show that $nh^{q/2}C_{n5}$ is bounded above by

$$nh^{q/2} \cdot \frac{2}{n^2} \sum_{i=1}^{n} K_i^2(s) |e_i|||Z_i||d\hat{\phi}_w(s) \cdot \|\hat{\beta}_n - \beta_0\| = nh^{q/2} \cdot O_p\left(\frac{1}{nh}\right) \cdot O_p\left(\frac{1}{\sqrt{n}}\right)$$

which is the order of $o_p(1)$ by the assumption (m7) and $\sqrt{n}$-consistency of $\hat{\beta}_n$ to be $O_p(1/nh^q) \cdot O_p(1/\sqrt{n})$, and therefore, $nh^{q/2}C_{n5} = O_p(1/\sqrt{n})$ which is $o_p(1)$ as claimed. Finally, $nh^{q/2}C_{n6}$ can also be justified by the similar arguments under the assumption (m7) and the $\sqrt{n}$-consistency of $\hat{\beta}_n$ and $\hat{\theta}_n$.

Simply summarizing the above arguments concludes the proof of the lemma. □

**Lemma 4.7.** Under the same conditions as in Lemma 4.5, $\hat{\Gamma}_n \to \Gamma$ in probability.

**Proof of Lemma 4.7.** We shall prove the lemma by showing that $\hat{\Gamma}_n - \Gamma_n = o_p(1)$, $\hat{\Gamma}_n - \tilde{\Gamma}_n = o_p(1)$ and $\Gamma_n - \tilde{\Gamma}_n = o_p(1)$. For the sake of brevity, denote $t_{ni} = Z_i(\hat{\beta}_n - \beta_0) + \mu(S_i; \hat{\theta}_n) - \mu(S_i; \theta_0)$. Hence $\tilde{e}_i = e_i - t_{ni}$, and $\hat{\Gamma}_n$ can be written as the sum $\tilde{\Gamma}_n + R_n$, where

$$\tilde{\Gamma}_n = \frac{2h}{n^2} \sum_{i \neq j} \left( \int K_{hi}(s)K_{hj}(s)e_i e_j d\hat{\phi}(s) \right)^2,$$

and $R_n$ can be further written as the sum of nine terms. In the following, we shall show that $\tilde{\Gamma}_n - \tilde{\Gamma}_n = o_p(1)$, and $R_n = o_p(1)$. We will not investigate all the nine terms involved in $R_n$, only the four terms in the following will be considered.

$$R_{n1} = \frac{4h}{n^2} \sum_{i \neq j} \left( \int K_{hi}(s)K_{hj}(s)e_i e_j d\hat{\phi}(s) \right) \left( \int K_{hi}(s)K_{hj}(s)e_i t_{ni} d\hat{\phi}(s) \right),$$

$$R_{n2} = \frac{4h}{n^2} \sum_{i \neq j} \left( \int K_{hi}(s)K_{hj}(s)e_i e_j d\hat{\phi}(s) \right) \left( \int K_{hi}(s)K_{hj}(s)t_{ni} t_{nj} d\hat{\phi}(s) \right),$$

$$R_{n3} = \frac{2h}{n^2} \sum_{i \neq j} \left( \int K_{hi}(s)K_{hj}(s)t_{ni} t_{nj} d\hat{\phi}(s) \right)^2,$$

$$R_{n4} = \frac{2h}{n^2} \sum_{i \neq j} \left( \int K_{hi}(s)K_{hj}(s)e_i t_{nj} d\hat{\phi}(s) \right)^2.$$

Note that $\tilde{\Gamma}_n - \tilde{\Gamma}_n$ can be further written as the sum of the following two terms

$$Q_{n1} = \frac{2h}{n^2} \sum_{i \neq j} \left( \int K_{hi}(s)K_{hj}(s)e_i e_j \left( \frac{f^2(s)}{\hat{\nu}^2_h(s)} - 1 \right) d\phi(s) \right)^2,$$

$$Q_{n2} = \frac{4h}{n^2} \sum_{i \neq j} \left( \int K_{hi}(s)K_{hj}(s)e_i e_j \left( \frac{f^2(s)}{\hat{\nu}^2_h(s)} - 1 \right) d\phi(s) \right) \left( \int K_{hi}(s)K_{hj}(s)e_i e_j d\phi(s) \right).$$

Also note that

$$\tilde{\Gamma}_n = \frac{2h}{n^2} \sum_{i \neq j} \left( \int K_{hi}(s)K_{hj}(s)e_i e_j dG(s) \right)^2 = 2 \sum_{i \neq j} H^2_{hi}(\tilde{S}_i, \tilde{S}_j),$$

and by (4.10), $E \tilde{\Gamma}_n = E\left[2 \sum_{i \neq j} H^2_{hi}(\tilde{S}_i, \tilde{S}_j)\right] = 2n(n - 1)EH^2_{hi}(\tilde{S}_1, \tilde{S}_2) = O(1)$. Hence $Q_{n1} \leq \sup_{s \in I} |f^2(s)/\hat{\nu}^2_h(s) - 1| \cdot \tilde{\Gamma}_n = o_p(1)$. Applying the Cauchy–Schwarz inequality to the double sum, we have $|Q_{n2}| \leq 2Q_{n1}^{1/2} \cdot \tilde{\Gamma}_n^{1/2} = o_p(1)$. Therefore, $\tilde{\Gamma}_n - \tilde{\Gamma}_n = o_p(1)$ is proved.

Now, let us investigate the asymptotic behavior of the remainder terms $R_{nk}, \ k = 1, 2, 3, 4$. Consider $R_{n4}$ first. Recall the notation $d_{ni}$, we can write $t_{ni}$ as

$$t_{ni} = Z_i(\hat{\beta}_n - \beta_0) + d_{ni} + \hat{\mu}(S_i; \theta_0)(\hat{\theta}_n - \theta_0).$$

(4.16)
Thus, $R_{n4}$ can be bounded above by $6(R_{n41} + R_{n42} + R_{n43})$, where

$$R_{n41} = \frac{h^n}{n^2} \sum_{i \neq j} \left( \int K_h(s)K_{h_j}(s) \left| \hat{\hat{\epsilon}}_i \right| d\hat{\phi}_h(s) \right) \left( \hat{\hat{\phi}}_h - \beta_0 \right)^2,$$

$$R_{n42} = \frac{h^n}{n^2} \sum_{i \neq j} \left( \int K_h(s)K_{h_j}(s) \left| \hat{\hat{\epsilon}}_i \right| d\hat{\phi}_h(s) \right)^2,$$

$$R_{n43} = \frac{h^n}{n^2} \sum_{i \neq j} \left( \int K_h(s)K_{h_j}(s) \left( \hat{\hat{\mu}}(S_j; \theta_0) \right) d\hat{\phi}_h(s) \right) \left( \hat{\hat{\phi}}_h - \beta_0 \right)^2.$$  

By taking the expected value, using Fubini Theorem, and usual calculation, we can obtain that

$$\frac{h^n}{n^2} \sum_{i \neq j} \left( \int K_h(s)K_{h_j}(s) \left| \hat{\hat{\epsilon}}_i \right| d\hat{\phi}_h(s) \right)^2 = O_p(1),$$

and if we denote $\|Z\| \cdot \|Z\|$, $\|\hat{\mu}(S_j; \theta_0)\| \cdot \|\hat{\mu}(S_j; \theta_0)\|$ and $\|Z\| \cdot \|\hat{\mu}(S_j; \theta_0)\|$ as $L_{ij}(Z, S)$, then

$$\frac{h^n}{n^2} \sum_{i \neq j} \left( \int K_h(s)K_{h_j}(s)L_{ij}(Z, S)d\hat{\phi}_h(s) \right)^2 = O_p(1).$$

Therefore, by (4.17), the $\sqrt{n}$-consistency of $\hat{\phi}$ and $\hat{\theta}$, we have

$$R_{n41} \leq \frac{h^n}{n^2} \sum_{i \neq j} \left( \int K_h(s)K_{h_j}(s) \left| \hat{\hat{\epsilon}}_i \right| d\hat{\phi}_h(s) \right)^2 \cdot \|\hat{\hat{\phi}}_h - \beta_0\|^2 = o_p(1),$$

$$R_{n43} \leq \frac{h^n}{n^2} \sum_{i \neq j} \left( \int K_h(s)K_{h_j}(s) \left( \hat{\hat{\mu}}(S_j; \theta_0) \right) d\hat{\phi}_h(s) \right)^2 \cdot \|\hat{\hat{\phi}}_h - \theta_0\|^2 = o_p(1).$$

By (4.17), the $\sqrt{n}$-consistency of $\hat{\theta}$, and (m7), we have

$$R_{n42} \leq \sup_{1 \leq \theta \leq n} \left( \frac{d_{\hat{\theta}}^p}{\hat{\theta} - \theta} \right) \frac{h^n}{n^2} \sum_{i \neq j} \left( \int K_h(s)K_{h_j}(s) \left( \hat{\hat{\phi}}_h(s) \right) \right)^2 \cdot \|\hat{\hat{\phi}}_h - \beta_0\|^2 = o_p(1).$$

For $R_{n43}$, using (4.16), expanding the squared terms, by (m7), (4.18), the $\sqrt{n}$-consistency of $\hat{\phi}$ and $\hat{\theta}$, and using similar arguments as in showing $R_{n4} = o_p(1)$, we can obtain $R_{n4} = o_p(1)$.

Finally, applying Cauchy–Schwarz inequality to the double sum, and using the facts that $R_{n3} = o_p(1)$, $R_{n4} = o_p(1)$, $\hat{\Gamma}_n - \Gamma_n = o_p(1)$, $\hat{\Gamma}_n = O_p(1)$, we can show that both $R_{n1}$ and $R_{n2}$ are the order of $o_p(1)$.

To show $\hat{\Gamma}_n - \Gamma_n = o_p(1)$, note that $E\hat{\Gamma}_n = \Gamma_n$. Also, by (4.11), we have

$$E[\hat{\Gamma}_n - \Gamma_n]^2 = 4E \left( \sum_{i \neq j} (H_{h_n}^2(\hat{\hat{\phi}}_n, \theta) - E H_{h_n}^2(\hat{\hat{\phi}}_n, \theta))^2 \right) \leq 4 \sum_{i \neq j} E H_{h_n}^2(\hat{\hat{\phi}}_n, \theta) + 4 \sum_{k \neq l} E H_{h_n}^2(\hat{\hat{\phi}}_n, \theta) \leq 4(n^2 + n^3) E H_{h_n}^2(\hat{\hat{\phi}}_n, \theta) = O(h^4/n) = o(1).$$

Cauchy–Schwarz inequality is used in the last equality.

To finish the proof, we note that as $n \to \infty$,

$$\Gamma_n = \frac{2h^6(n - 1)}{n} \int \left[ E K_h(x - S)K_h(y - S) \sigma^2(S) \right] d\phi(x) d\phi(y) = 2n(n - 1)E H_{h_n}^2(\hat{\hat{\phi}}_n, \theta) \to \Gamma,$$

by (4.13) and the definition of $\Gamma$.  

**Proof of Theorem 2.4.** Let $Y_i^a = Z_i^a \beta_0 + \mu(S_i; \theta_0) + \epsilon_i$. It is easy to see that $\hat{\epsilon}_i$ now can be written as

$$\hat{\epsilon}_i = Y_i - Y_i^a + Y_i^a - Z_i^a \hat{\beta}_0 - \mu(S_i; \hat{\theta}_n) = \hat{\hat{\epsilon}}_i + Y_i - Y_i^a = \hat{\hat{\epsilon}}_i + Z_i^a(\beta_0 - \beta_a) + \mu(S_i; \theta_0) - \mu(S_i; \theta_0) = \hat{\hat{\epsilon}}_i + \Delta_i(\beta_0 - \beta_a, \theta_a).$$

(4.19)
Therefore, $M_n(\hat{\theta}_n)$ then can be written as $M_n(\hat{\theta}_n) = S_{n1} + 2S_{n2} + S_{n3}$, where

$$S_{n1} = \int \left( \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \hat{e}_i \right)^2 d\phi_w(s),$$

$$S_{n2} = \int \left( \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \hat{e}_i \right) \left[ \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \Delta_i(\beta_0 - \beta_a, \vartheta_a) \right] d\phi_w(s),$$

$$S_{n3} = \int \left( \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \Delta_i(\beta_0 - \beta_a, \vartheta_a) \right)^2 d\phi_w(s).$$

If we define $C_n^* = n^{-2} \sum_{i=1}^{n} \int K_n^2(s - S_i) \hat{e}_i^2 d\phi_w(s)$, then we can show that $nh^{d/2}[M_n(\hat{\theta}_n) - C_n^*] \rightarrow D N(0, I^*)$ with $I^* = 2 \int \tau_n^2(s) g(s) d\phi(s) \cdot \int \int K(u)K(u + v) du dv$ and $\tau_n^2(s) = E(\xi^2 | S = s)$. Also, by a routine argument, we can show that

$$S_{n3} = \int [Z'(s)(\beta_0 - \beta_a) + (\mu(s) - \mu(s; \vartheta_a))]^2 dG(s) + o_p(1).$$

Adding and subtracting $Z'_i \beta_\phi + \mu(S_i; \vartheta_a)$ from $\hat{e}_i^2$, $S_{n2}$ can be written as the sum of the following three terms,

$$S_{n21} = \int \left( \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) e_i^2 \right) \left[ \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \Delta_i(\beta_0 - \beta_a, \vartheta_a) \right] d\phi_w(s),$$

$$S_{n22} = (\hat{\beta}_n - \beta_a) \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) Z_i \right] \left[ \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \Delta_i(\beta_0 - \beta_a, \vartheta_a) \right] d\phi_w(s),$$

$$S_{n23} = \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) [\mu(S_i; \hat{\theta}_n) - \mu(S_i; \vartheta_a)] \right] \left[ \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \Delta_i(\beta_0 - \beta_a, \vartheta_a) \right] d\phi_w(s).$$

Cauchy–Schwarz inequality and the following facts

$$\int \left( \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) e_i^2 \right)^2 d\phi_w(s) = O_p\left( \frac{1}{nh^n} \right),$$

$$\int \left( \frac{1}{n} \sum_{i=1}^{n} K_{hi}(s) \Delta_i(\beta_0 - \beta_a, \vartheta_a) \right)^2 d\phi_w(s) = O_p(1),$$

imply that $S_{n21} = o_p(1)$, and the $\sqrt{n}$-consistency of $\hat{\beta}_n$ to $\beta_a$, and $\hat{\theta}_n$ to $\vartheta_a$, implies that $S_{n22} = O_p(1) = S_{n23}$.

Using the relationship (4.19), we can write $C_n$ as the sum of $C_n^*$ and the following two terms

$$C_{n1} = \frac{2}{n^2} \sum_{i=1}^{n} \int K_n^2(s) \hat{e}_i^2 \Delta_i(\beta_0 - \beta_a, \vartheta_a) d\phi_w(s),$$

$$C_{n2} = \frac{1}{n^2} \sum_{i=1}^{n} \int K_n^2(s) \Delta_i^2(\beta_0 - \beta_a, \vartheta_a) d\phi_w(s),$$

and it is easy to show that both terms are of the order of $O_p(1)$.

Next, we shall show that $\hat{\Gamma}_n \rightarrow I^*$ in probability under the fixed alternative $H_\alpha$. For, again using the relationship (4.19), we can write $\hat{\Gamma}_n$ as the sum of the following three terms

$$\Gamma_{n1} = 2 h^d n^{-2} \sum_{i \neq j} (\int K_{hi}(s) K_{hj}(s) \hat{e}_i^2 \hat{e}_j^2)^2 d\phi_w(s),$$

$$\Gamma_{n2} = 2 h^d n^{-2} \sum_{i \neq j} (\int K_{hi}(s) K_{hj}(s) \Delta_i(\beta_0 - \beta_a, \vartheta_a) \Delta_j(\beta_0 - \beta_a, \vartheta_a))^2 d\phi_w(s),$$

$$\Gamma_{n3} = 4 h^d n^{-2} \sum_{i \neq j} (\int K_{hi}(s) K_{hj}(s) \hat{e}_i^2 \Delta_j(\beta_0 - \beta_a, \vartheta_a))^2 d\phi_w(s).$$
It can be shown that the remainder term \( R_n = o_p(1) \), and \( \Gamma_{n1} \rightarrow \Gamma^* \),

\[
\Gamma_{n2} = 2 \int \left[ Z'(s)(\beta_0 - \beta_a) + \mu(s) - \mu(s; \vartheta_a))^2 \right] g(s) d\phi(s) \cdot \left[ \int K(u)K(u + v) du \right]^2 dv
\]

\[
\Gamma_{n3} = 4 \int \left[ Z'(s)(\beta_0 - \beta_a) + \mu(s) - \mu(s; \vartheta_a))^2 \tau^2(s) g(s) d\phi(s) \cdot \left[ \int K(u)K(u + v) du \right]^2 dv.
\]

All of the above results imply that

\[
T_n = nh^{\theta/2} \hat{L}^{-1/2}(S_{n1} - C_n^*) + nh^{\theta/2} \hat{L}^{-1/2} \int \left[ Z'(s)(\beta_0 - \beta_a) + (\mu(s) - \mu(s; \vartheta_a))^2 \right] dG(s) + o_p(nh^{\theta/2}).
\]

Hence the theorem. □

**Proof of Theorem 2.5.** Let \( Y_i^l = Z_i^l \beta_0 + \mu(S_i; \vartheta_0) + \xi_i \). Then \( \hat{e}_i \) can be written as

\[
\hat{e}_i = Y_i - Y_i^l = Z_i^l \beta_0 + \mu(S_i; \hat{\vartheta}_n) = \hat{e}_i^l + L(S_i)/\sqrt{nh^{\theta/2}}.
\] (4.20)

Therefore, \( M_n(\hat{\theta}_n) \) then can be written as \( M_n(\hat{\theta}_n) = S_{n1} + 2S_{n2} + S_{n3} \), where

\[
S_{n1} = \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_h(s) \hat{e}_i \right]^2 d\phi_w(s),
\]

\[
S_{n2} = \frac{1}{nh^{\theta/2}} \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_h(s) \hat{e}_i^l \right][\frac{1}{n} \sum_{i=1}^{n} K_h(s)L(S_i)] d\phi_w(s),
\]

\[
S_{n3} = \frac{1}{nh^{\theta/2}} \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_h(s)L(S_i) \right]^2 d\phi_w(s).
\]

If we define \( C_n^l = n^{-2} \sum_{i=1}^{n} K_h(s) - S_h(s) \hat{L}^{1/2} d\phi_w(s) \), then we can show that \( nh^{\theta/2}[M_n(\hat{\theta}_n) - C_n^l] \rightarrow D N(0, I^*) \) with \( I^* = 2 \int \tau^2(s) g(s) d\phi(s) \cdot \left[ \int K(u)K(u + v) du \right]^2 dv \) and \( \tau^2(s) = E(\xi^2|S = s) \). As for \( S_{n3} \), we can easily show that

\[
nh^{\theta/2}S_{n3} = \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_h(s)L(S_i) \right]^2 d\phi_w(s) = \int L^2(s) dG(s) + o_p(1).
\]

Now, let us consider \( S_{n2} \). Rewrite \( S_{n2} \) as the sum of the following three terms

\[
S_{n21} = \frac{1}{\sqrt{nh^{\theta/2}}} \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_h(s) \hat{e}_i \right][\frac{1}{n} \sum_{i=1}^{n} K_h(s)L(S_i)] d\phi_w(s),
\]

\[
S_{n22} = \frac{1}{\sqrt{nh^{\theta/2}}} \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_h(s)Z_i^l(\beta_0 - \hat{\beta}_n) \right][\frac{1}{n} \sum_{i=1}^{n} K_h(s)L(S_i)] d\phi_w(s),
\]

\[
S_{n23} = \frac{1}{\sqrt{nh^{\theta/2}}} \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_h(s)[\mu(S_i; \vartheta_0) - \mu(S_i; \hat{\vartheta}_n)] \right][\frac{1}{n} \sum_{i=1}^{n} K_h(s)L(S_i)] d\phi_w(s).
\]

By the \( \sqrt{n} \)-consistency of \( \hat{\beta}_n, \hat{\vartheta}_n \), the assumption (m7), and the fact that

\[
\int \left[ \frac{1}{n} \sum_{i=1}^{n} K_h(s)L(S_i) \right] d\phi_w(s) = O_p(1),
\]

and

\[
\int \left[ \frac{1}{n} \sum_{i=1}^{n} K_h(s) \cdot (\mu(S_i; \vartheta_0)) \right][\frac{1}{n} \sum_{i=1}^{n} K_h(s)L(S_i)] d\phi_w(s) = O_p(1),
\]

one can show that \( nh^{\theta/2}S_{n22} = O_p(h^{\theta/4}) = o_p(1) \), and \( nh^{\theta/2}S_{n23} = O_p(h^{\theta/4}) = o_p(1) \).

Adding and subtracting \( E[K_h(s)L(S_i)] \) from \( n^{-1} \sum_{i=1}^{n} K_h(s)L(S_i) \) in \( S_{n41} \), we can show that \( S_{n21} \) is the sum of the following two terms,

\[
S_{n211} = \frac{1}{\sqrt{nh^{\theta/2}}} \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_h(s) \hat{e}_i \right] E[K_h(s)L(S_i)] d\phi_w(s),
\]

\[
S_{n212} = \frac{1}{\sqrt{nh^{\theta/2}}} \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_h(s) \hat{e}_i \right][\frac{1}{n} \sum_{i=1}^{n} (K_h(s)L(S_i) - E[K_h(s)L(S_i)])] d\phi_w(s).
\]
By Cauchy–Schwarz inequality and a similar argument as before, $S_{n12}^2$ is bounded above by

$$\frac{1}{n^{h/2}} \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_{nh}(s)\xi_i^2 \right] d\hat{\phi}_w(s) \int \left[ \frac{1}{n} \sum_{i=1}^{n} (K_{nh}(s)L(S_i) - E[K_{nh}(s)L(S)]) \right] d\hat{\phi}_w(s),$$

and it has the order of $O_p(1/\sqrt{n^{h+1/2}})$. Therefore, $n^{h/2}S_{n12} = O_p(1/\sqrt{n^{h+1/2}}) = o_p(1)$ by the assumption $n^{h+2} \to \infty$. While using the similar argument as in showing $\sqrt{n}S_{n1} = O_p(1)$ in the proof of the asymptotic normality of $\hat{\theta}_n$ under $H_0$, we can also show that

$$\sqrt{n} \int \left[ \frac{1}{n} \sum_{i=1}^{n} K_{nh}(s)\xi_i \right] E[K_{nh}(s)L(S)] d\hat{\phi}_w(s) = O_p(1).$$

Hence, $n^{h/2}S_{n11} = O_p(h^{1/4}) = o_p(1)$.

By summarizing the above results, we proved that under the local alternative hypothesis $H_{loc}$, $n^{h/2}(M_n(\hat{\theta}_n) - C^L_{n}) \to_D N \left( \int L^2(s) dg(s), \Gamma \right)$.

Now, let us consider the asymptotic behavior of $C_n$ under $H_{loc}$. Using the notation $\hat{e}_i$, we can write $C_n$ as the sum $C_n = 2C_{n1} + 2C_{n2}$, where

$$C_{n1} = \frac{1}{n^2} \sqrt{n^{h/2}} \sum_{i=1}^{n} \int K_{nh}^2(s)\hat{e}_i^2 L(S_i) d\hat{\phi}_w(s),$$

$$C_{n2} = \frac{1}{n^3} \int \sum_{i=1}^{n} K_{nh}^2(s)L^2(S_i) d\hat{\phi}_w(s).$$

$C_n$ can be further written as the sum

$$C_{n11} = \frac{1}{n^2} \sqrt{n^{h/2}} \sum_{i=1}^{n} \int K_{nh}^2(s)\hat{e}_i L(S_i) d\hat{\phi}_w(s),$$

$$C_{n12} = \frac{1}{n^2} \sqrt{n^{h/2}} \sum_{i=1}^{n} \int K_{nh}^2(s)[Z_i'(\beta_0 - \hat{\beta}_n) + \mu(S_i; \hat{\theta}_0) - \mu(S_i; \hat{\theta}_n)] d\hat{\phi}_w(s).$$

Then from the fact that

$$\frac{1}{n} \sum_{i=1}^{n} \int K_{nh}^2(s)\hat{e}_i L(S_i) = \| Z \| + \| \hat{\mu}(S; \hat{\theta}_0) \| + L^2(S) d\hat{\phi}_w(s) = O_p(1/h^{\alpha}),$$

we can show that

$$n^{h/2}C_{n1} = O_p \left( \frac{1}{\sqrt{n^{h+1/2}}} \right), \quad n^{h/2}C_{n12} = O_p \left( \frac{1}{n^{h+1/2}} \right), \quad n^{h/2}C_{n2} = O_p \left( \frac{1}{nh} \right).$$

Therefore, $n^{h/2}(\hat{C}_n - C^L_{n}) = o_p(1)$.

Finally, to see the asymptotic property of $\hat{\Gamma}_n$ under the local alternative, using the notation $\hat{e}_i^L$ again, we can write

$$\hat{\Gamma}_n = \frac{2h^{\alpha}}{n^2} \sum_{i \neq j} \left( \int K_{nh}(s - S_i)K_{nh}(s - S_i)\hat{e}_i^L\hat{e}_j^L d\hat{\phi}_w(s) \right)^2 + R_n.$$

The first term converges to $\Gamma$ in probability. The remainder term $R_n = o_p(1)$ can be proven by using the Cauchy–Schwarz inequality on the double sum, consistency of $\hat{\hat{\theta}}_n$, $\hat{\theta}_n$, and the facts (4.17), (4.18) with $\xi_i$ replaced by $\hat{e}_i^L$, $\hat{e}_j$ by $\hat{e}_j^L$.
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